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Neutron monitoring based on the higher order statistics of fission chamber signals
ZSOLT ELTER
Division of Subatomic and Plasma Physics
Department of Physics
Chalmers University of Technology

ABSTRACT
The work in this thesis corresponds to the safety aspect of Generation IV nuclear
systems. One of the safety aspects concerns the enhancement of the performance
of the in-vessel on-line core monitoring with neutron flux measurements. It was
concluded earlier that fission chambers are the best candidate to provide in-vessel
measurements in sodium cooled fast reactors.

This thesis focuses on the performance of signal processing methods in order
to unfold the count rate of fission chambers. The main goal is to investigate the
possible application of processing methods based on the higher order statistics of
the signal in order to provide accurate count rate estimation over a wide range
both for stationary and transient signals. The work also consists of the study of
self-monitoring capabilities in order to detect fission chamber malfunctions at an
early stage. The investigation is based on analytic assessments, on simulation
of fission chamber responses and signals, and on experimental application of
processing methods.

The thesis covers five main studies. The first part presents the theoretical de-
scription of fission chamber signals. The second part investigates the performance
of the traditionally applied methods (pulse and Campbelling mode) through
simulations. It is shown that these methods are not capable to cover the whole
count rate range of the chamber. Therefore, the third part studies the possible
application of methods based on higher order statistics of the signal through sim-
ulations and experiments. It is shown that these methods can provide accurate
estimations over a wide count rate range. The fourth part covers the theoretical
background of self-monitoring capabilities based on the spectral properties of
the signal. Finally, the fifth part presents the implementation of the methods in a
real-time neutron monitoring system based on a System on a Chip, which embeds
a field-programmable gate array.

By the methods elaborated in this thesis, a faster, more effective and more
accurate monitoring of the reactor power is possible than with the methods used
so far, even when the normal operating state is changing.

Keywords: Neutron flux monitoring, Fission chamber, Filtered Poisson process,
Experiment, Simulation, High order, Campbelling mode
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CHAPTER 1

Introduction

The topic of this thesis is neutron monitoring, which had a major role in the safe
operation of nuclear reactors since the earliest days of reactor technology. Neutron
monitoring has been an active research topic at CEA (Commissariat à l’énergie
atomique et aux énergies alternatives) for more than 40 years. This thesis contains
the work that the author has performed during the last four years, from which
2.5 years were spent at CEA Cadarache. Neutron monitoring, based on fission
chamber signal processing with the Campbelling technique is treated in this thesis
through numerical simulations and experiments. The main concepts of neutron
monitoring and the outline of this thesis is introduced in this chapter.

1.1 Neutron monitoring

Our society highly relies on nuclear fission power. Although, the tendency to
build new units has fallen back, many predict that nuclear fusion reactors will be
built in the foreseen future. For both the fission and fusion based technologies
the safety is a major issue. As far as safety is concerned, instrumentation and
control plays a key role in keeping the reactor within its operational limits. Since
the released power in the reactor is directly related to the neutron density, the
real-time measurement of the neutrons in the system provides a sound way of
estimating the released power.

Therefore, neutron monitoring has been an important part of reactor instru-
mentation and control since the beginning of reactor physics. In the Chicago Pile-1,
Fermi was using neutron counters, in order to verify whether the neutron flux was
at a safe level [1].

The heart of any neutron monitoring system is the neutron detector. Detecting
neutrons is a non-trivial task, since neutrons do not ionize matter. Hence, low
energy neutrons are typically detected indirectly through absorption reactions, in
which a certain isotope reacts with the neutron by emitting a high energy ionized
particle. Commonly used isotopes and reactions include 3He(n, p), 10B(n, α) and
the fission of uranium or plutonium. Applying fission isotopes is advantageous,
because higher energy neutrons (having a few MeV energy) can be detected as well.
The neutron detector provides an electric current, and the task of the additional
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Chapter 1. Introduction

parts of the neutron monitoring system is to process this signal in order to unfold
the intensity of the detected neutrons. There are several ways to process the signal,
but most methods have certain limitations: they usually either work accurately
at low neutron fluxes or at high neutron fluxes. Thus, the neutron monitoring
system has to incorporate several independent units to cover the whole flux range
of the reactor, which increases the complexity of the system [2]. Hence, it is
important to investigate the possibility to apply a processing method, which can
provide accurate neutron flux estimation over the whole range. By the methods
elaborated in this thesis, a faster, more effective and more accurate monitoring of
the reactor power is possible than with the methods used so far, even when the
normal operating state is changing.

The motivation of this work was to contribute to the development of a novel
neutron flux monitoring system for the French Generation IV programme. Sodium-
cooled fast reactors (SFR) are among the advanced reactors selected by the Gen-
eration IV International Forum. In Europe, the development of an innovative
pool-type SFR is under way, led by the French CEA and its industrial partners [3].

1.2 Outline

This thesis is divided into five chapters. First, Chapter 2 describes the main
characteristics of fission chambers, fission chamber signals, the applied software
and experimental tools, and introduces the general Campbelling technique based
on Paper I and Paper II. Then, Chapter 3, which is based on Paper III, reviews and
studies the limitations of the traditionally applied neutron monitoring methods,
the pulse and second order Campbell mode, through numerical simulations.
Chapter 4 investigates the possible application of the higher order generalization
of the Campbell technique in stationary and transient reactor phases. This part,
based on Paper IV and Paper V, covers the numerical and experimental verification
of the reliability of the higher order Campbell mode. Then, Chapter 5, which
summarizes Paper VI, numerically investigates the possibility of detecting fission
chamber failure based on the spectral properties of the signal. Finally, Chapter 6
presents the implementation of both the higher order Campbelling mode and the
failure detection method on an FPGA based board to achieve real-time monitoring.
This part, based on Paper VII, reviews the challenges of the implementation to
realize real-time measurements, and presents some of the experimental results
obtained during the tests of the device.

One major objective during the work included in this thesis was to investi-
gate the feasibility of applying higher order Campbelling methods for real-time
monitoring. Therefore, it is essential to have a proper knowledge on the accuracy
of such methods, and to optimize the required measurement length in order to
achieve an acceptable uncertainty, but still be able to perform as short measure-
ments as possible. First, the random and systematic errors were assessed through
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1.2. Outline

simulations, where one has an exact knowledge of the signal being processed.
Second, the method was tested on experimental data, where the signal analysis
was performed as post-processing, in order to verify that an accurate application
is possible. Finally, the real-time feasibility of these methods had to be verified,
therefore it was necessary to implement the methods on a device, which is capable
to process the measured data on-line.

Most of the work in the thesis has been done by the author. However, in Paper I
the application of the backward Master equation formalism, and the derivations
were proposed and done by the first author of that paper, whereas in Paper VII
the implementation of the Campbelling and self-monitoring methods on an FPGA
based system was mainly done by the first author of that paper.
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CHAPTER 2

Fission Chamber signal as filtered Poisson process

The main focus of this thesis is on the application of fission chambers in neutron
monitoring systems. The development of neutron detectors based on fissile iso-
topes started at the early years of the nuclear era, and has continued ever since.
The research of fission chambers for neutron monitoring is still an active topic
having as focus areas: to optimize detectors for high temperature applications
(high temperature fission chambers, HTFC) [4], to achieve regenerative fission
chamber coatings for an expanded lifetime [5], and to develop fission chamber
signal processing methods for wide flux range measurements [6]. This chapter
gives a short introduction on fission chambers, the theoretical background of the
related signal processing methods based on Paper I and Paper II, and the tools
applied in this thesis to study fission chamber signals.

2.1 Fission chambers

Fission chambers are nuclear detectors that are widely used to deliver online
neutron flux measurements [7]. This type of detector is an ionization chamber
containing fissile material in order to detect neutrons. The most common design
consists of one or more electrode pairs, at least one electrode is coated with a
fissile layer from a few micrograms to a few grams depending on the application.
The type of the enriched fissile isotope in the fissile layer depends on the neutron
energy range of interest of the neutron environment. The spacing between each
anode and cathode goes from tens of microns to a few millimeters. The chamber
itself is filled with pressurized gas. The body of the chamber is sealed and an
insulating material insures the electrical separation between the electrodes. A
schematic illustration of a simple (only one electrode coated) fission chamber is
shown in Fig. 2.1. The processes leading to a current pulse after a neutron entering
the chamber are the following:

(a) When a neutron reaches the fissile coating, it is likely to induce a fission
event which generates (usually) two heavily charged ions, the fission products
emitted in two nearly opposite directions.

(b) The heavy ion which is emitted out of the fissile layer ionizes the filling gas
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Chapter 2. Fission Chamber signal as filtered Poisson process

Figure 2.1: Schematic illustration of a fission chamber.

along its trajectory (therefore creates electron/ion pairs).

(c) A DC-voltage of a few hundred volts is applied between the electrodes, there-
fore the electrons and positive ions drift across the filling gas in opposite
direction towards the anode and cathode respectively.

(d) During the drift both the electrons and the gas ions induce a current pulse
(named in this thesis as electronic and ionic pulses) in the electrodes.

The DC-voltage between the electrodes must be high enough to collect all
the charges, and low enough to prevent the production of secondary ionization
pairs. If both conditions are fulfilled, the fission chamber operates in the so-called
saturation regime, for which the neutron-induced current signal is proportional
to the fission rate and nearly insensitive to the DC-voltage. In addition, one can
note that the gamma particles and alpha particles that directly ionize the filling
gas also generate a signal.

2.1.1 Fissile layer

The fission rate of the detector is given by

s(t) = N(t)

∫
σfφ(E)dE (2.1)

where N(t) is the number of the fissionable isotope present in the fissile deposit
at time t (evolving with time), σf is the microscopic fission cross-section of the
isotope and φ(E) is the neutron spectra seen by the coating of the detector [8].
Eq. (2.1) neglects the count rate contribution of alpha particles.

The isotope of choice is determined by the application and the neutron en-
vironment. The most common deposits applied in fission chambers used for
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2.1. Fission chambers

Figure 2.2: Microscopic fission cross sections of U-235 and Pu-242 from the JEFF 3.2 library [9].

neutron flux monitoring are made from enriched or natural uranium. Also, re-
cently there is a novel interest in applying Pu-242 based coatings. Fig. 2.2 gives
the microscopic fission cross-sections of U-235 and Pu-242. One can see that U-235
is rather sensitive to thermal neutrons. However, Pu-242 is a threshold isotope,
which is sensitive to neutron energies above 1 MeV, therefore it is suitable for fast
neutron measurements. Nevertheless, the fission cross-section of Pu-242 also has
a significant thermal component. The joint estimation of the thermal and fast
component is possible with combining the two types of fission chambers, in order
to distinguish the count rate of thermal and fast neutrons [10].

As Eq. (2.1) shows, the fission rate evolves with time due the the depletion
of the fissile deposit. This evolution strongly depends on the neutron fluence
and spectrum (the characteristic time of the evolution can be hours or decades
in different reactors). But in the applications and with the measurement times
considered in this thesis (from a few ms to a few hours), the change of the fission
rate due to depletion is negligible compared to the investigated count rate changes
(such as control rod movement). Two possible methods are considered to overcome
the problem of the time evolution: fission chambers containing regenerable fissile
deposit [5, 8] and measurment systems coupled with depletion codes [11].

2.1.2 Filling gas

The application of monoatomic noble gas is preferred as filling gas, since the
material of the electrode and the filling gas must not interact chemically and since
the gamma radiation should not break up molecular bounds. The most common
choice is an argon-based gas pressurized at a few bars.
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Chapter 2. Fission Chamber signal as filtered Poisson process

Figure 2.3: Electron drift velocity in Ar-N2 mixtures (experimental results of Haddad [13] and
BOLSIG [14] results with Biagi-v8.9 libraries [15]).

As shown later in this thesis, it is usually favorable to decrease the electron
collection time and hence the width of the individual current pulses triggered by
the incoming neutrons. A well-known solution to decrease the charge collection
time is to add a few percents of polyatomic gas such as nitrogen [12]. Fig. 2.3
shows the drift velocity of a gas mixture as a function of the reduced electric field
(which is the ratio E/N , where E is the electric field and N is the concentration of
neutral particles). One can see that the electron drift velocity can be increased by a
factor of four by introducing 1 % of nitrogen into the mixture. However, it was
observed that nitrogen molecules disappear under irradiation at high temperature
of an SFR [4], therefore increasing the nitrogen content is not favorable for HTFCs.

2.1.3 Why fission chambers in Astrid?

Astrid will be the demonstrator prototype of the fourth generation Sodium cooled
Fast Reactor technology. Generation IV systems aim to deliver advances in four
broad areas: sustainability, economics, safety and reliability, and proliferation
resistance. The work in this thesis corresponds to the safety aspect: an important
goal is that the operation of Generation IV nuclear energy systems has to excel in
safety and reliability. As far as safety is concerned, the enhancement of in-vessel
on-line core monitoring is required.

The instrumentation has to fulfill the following requirements in a Generation IV
fast reactor in order to detect any abnormal change in the neutron flux:

• The data acquisition system has to deliver measurements continuously and
quickly.
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2.2. Filtered Poisson process

• The measured signals have to be easy to interpret.

• The detector has to have a long lifetime (at least three operating cycles).

• The detector has to be able to provide information about both the fast and
the thermal parts of the neutron spectrum.

• The measurement system has to be able to monitor the reactor over a wide
power range.

• The detector has to be able to operate at high temperatures (around 600 oC).

Based on these aspects, Ref. [8] gives a detailed comparison of the performance
of the most widely used neutron detectors in the existing research and power reac-
tors: fission chambers, boron-lined counters and self-powered neutron detectors
(SPND). The investigation shows that fission chambers have the longest lifetime.
By using different deposits, the different parts of the spectrum can be investigated.
The signal processing is relatively simple (no delayed contribution is present as in
case of SPNDs), and the signal contribution of gamma radiation is relatively low.
To achieve a large dynamic range one needs to combine different operating modes.
The current work addresses the possibility of unifying these modes in order to
further simplify the instrumentation.

Therefore, it was concluded that fission chambers are the best candidate to
provide in-vessel measurements in Sodium cooled Fast Reactors.

2.2 Filtered Poisson process

As described earlier, a single incoming fission event in the fissile deposit triggers
a detector response, a current pulse. Although, the shape of the response may
vary for each event (as studied in Paper V), the impact of neglecting this variation
is small when calibrating a fission chamber. Therefore, here the shape of an
individual pulse is assumed to be

ϕ(x, t) = x · f(t), (2.2)

where f(t) is a deterministic, normalized pulse shape (defined by the actual fission
chamber characteristics), and x is a random variable representing the amplitude
of the pulse, characterized with an amplitude distribution w(x).

The detector signal η(t) is a superposition of pulses of the form

η(t) =

N(t)∑
k=1

xk · f(t− tk) (2.3)

9



Chapter 2. Fission Chamber signal as filtered Poisson process

where tk are the neutron arrival times in the detector, xk are the random pulse
amplitudes, and N(t) is the number of pulses having arrived until time t.

The fission chamber signal can be idealized as a filtered Poisson process (or
shot noise). For such a stochastic process, the time interval between each pair of
consecutive events has an exponential distribution with an intensity parameter.
Therefore, in Eq. (2.3), tk − tk−1 is assumed to be exponentially distributed with an
intensity parameter (discussed later). As a consequence, the number of events, or
detected pulses at time t, N(t), is a Poisson distributed random variable.

As described earlier, after the ionization of the filling gas by the fission frag-
ments, both the electrons and the ions induce current pulses. This implies that
the pulse function (2.2) is a composition of the electronic and ionic pulses (since
by definition the ionic signal has the same count rate as the electronic signal, and
the corresponding pulses arrive at the same time instant since the negative and
positive charge creation is simultaneous). Although the total charge of the ions is
approximately equal to the charge of the created electrons, the mobility of ions is
three orders of magnitude lower in gases. Therefore, the width of ionic pulses is
around three order of magnitude larger than that of the electronic pulses [16].

Figure 2.4: Illustration of a filtered Poisson process with constant intensity s0 = 107 s−1.

Fig. 2.4 illustrates the filtered Poisson process as a composition of the electronic
and ionic signals.

The power spectral density

PSD(f) =
F ∗[η(t)] · F [η(t)]

Tm
(2.4)

of such an idealized filtered Poisson process (containing pulses with realistic pa-
rameters) is illustrated in Fig. 2.5 (F and F ∗ stand for the Fourier transformation
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2.2. Filtered Poisson process

and the conjugate of the Fourier transformation, respectively. Tm is the measure-
ment time). One can immediately notice that the ionic part contributes only as a
low frequency noise since the ionic pulses strongly overlap already at low count
rates as shown in Fig. 2.4. As such, it is often buried in the noise of the electronics
and with the appropriate acquisition system it could be filtered out. Therefore, in
the following analytic work, the ionic contribution is not considered. Nevertheless,
the impact of it will be investigated in Chapter 4.

Figure 2.5: Illustration of the PSD of an idealised signal.

To verify the Poisson characteristics of the fission chamber signals, a measure-
ment was performed at the MINERVE reactor (described in Sec. 2.3.3). During the
measurement a fission chamber was located in the reflector of the reactor core. The
time between the pulse arrivals was measured at low count rates (when the reactor
already reached criticality). The probability density function of the time difference
between the arrivals is shown in Fig. 2.6. The fit of an exponential distribution
shows a good agreement with the empirical result (with 99% confidence). The
filtered Poisson process model was accepted to describe the mathematical behavior
of the fission chamber signal.

Since the fissile deposit is relatively thin, it can be assumed that the self-
absorption in the layer is negligible [17]. Thus, nearly all of the heavy ions
emerging from the fission event, and traveling towards the gas gap, will create a
pulse. Therefore, the intensity, or count rate of the filtered Poisson process will be
approximately equal to the fission rate defined in (2.1). If the count rate is time
dependent, the process is inhomogeneous. If the count rate is constant in time
(s(t) = s0), the process is homogeneous. In the following, the inhomogeneous
property due to the depletion of the deposit is neglected. But the time dependence
of the count rate due to the change in the neutron flux will be considered in the
numerical and experimental investigations.
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Chapter 2. Fission Chamber signal as filtered Poisson process

Figure 2.6: Verification of the Poisson nature of fission chamber signals.

2.2.1 General Campbell theorem

Campbell derived a linear relationship between the variance of a filtered Pois-
son process and its count rate [18]. It has been proposed that one can expand
Campbell’s theory for higher order cumulants of the signal in order to suppress
the impact of unwanted minority components (such as gamma detections) [19].
The derivation of the general Campbell equations has been done previously in
Refs. [20] and [21]. In this section, a recent, straightforward derivation, based on
the master equation technique is summarized, which is detailed in Paper I.

In the following, the probability density function of a filtered Poisson process
and the general Campbell equations are derived. The pulses in the process are
considered having the shape defined in (2.2). The signal is assumed to be zero,
when the measurement starts.

At the beginning, we consider that the process is an inhomogeneous Poisson-
process. The probability that there are no arriving particles during the time
interval [t0, t] (where t0 ≤ t) is given by (2.5), where s(t) is the intensity of the
process (should not be mistaken for the parameter s of the Laplace transform
which will be used later).

T (t0, t) = exp

{
−
∫ t

t0

s(t′) dt′
}
. (2.5)

The probability that the detector response (with shape (2.2) and amplitude distri-
bution w(x)) after the arrival of one single particle is not greater than y at the time
t is given by the distribution function

H(y, t) =

∫ ∞
0

∆[y − xf(t)]w(x) dx (2.6)

12



2.2. Filtered Poisson process

where ∆(x) is the Heaviside step function. The probability density function can
be gained by the derivation of (2.6):

h(y, t) =

∫ ∞
0

δ [y − xf(t)] w(x) dx. (2.7)

The distribution function of the sum of detector responses (the signal) η(t) is

P {η(t) ≤ y|η(t0) = 0} ≡ P (y, t|0, t0) =

∫ y

−∞
p(y′, t|0, t0) dy′ (2.8)

A backward-type Chapman-Kolgomorov equation can be written for the probabil-
ity density function p(y′, t|0, t0) by summing up the probabilities of the mutually
exclusive events as

p(y, t|0, t0) = T (t0, t) δ(y) +

∫ t

t0

T (t0, t
′)s(t′)

∫ y

0

h(y′, t− t′) p(y − y′, t|0, t′) dy′ dt′.

(2.9)
If the Laplace-transform of the amplitude distribution w(x) is denoted as

w̃(s) =

∫ ∞
0

e−sxw(x)dx (2.10)

then the Laplace-transform of the probability distribution (2.7) becomes

h̃(s, t) =

∫ ∞
0

e−syh(y, t)dy =

∫ ∞
0

e−sxf(t)w(x)dx = w̃[sf(t)] (2.11)

With these definitions, the Laplace transform of the Chapman-Kolgomorov equa-
tion (2.9) is

p̃(s, t) = T (t0, t) +

∫ t

t0

T (t0, t
′)s(t′) h̃(s, t− t′) p̃(s, t|0, t′) dt′. (2.12)

where t0 = 0 and p̃(s, t|0, 0) = p̃(s, t) The integral equation (2.12) can be rearranged
as a differential equation and solved for homogeneous case (s(t) = s0). The final
form of the Laplace transform p̃(s, t) is then

p̃(s, t) = exp

{
−s0

∫ t

0

[1− h̃(s, t′)]dt′
}

= exp

{
−s0

∫ t

0

[1− w̃[sf(t)]]dt′
}

(2.13)

If only the stationary case (t→∞) is considered, the Laplace transform reads as

lim
t→∞

p̃(s, t) = p̃st(s) = exp

{
−s0

∫ ∞
0

[1− w̃[sf(t)]]dt

}
(2.14)
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Chapter 2. Fission Chamber signal as filtered Poisson process

The cumulants of the distribution function are given by definition [22] as

κ(st)n = (−1)n
dn ln(p̃st(s))

dsn
= (−1)n

dns0
∫∞
0

[w̃[sf(t)]− 1]dt)

dsn
(2.15)

which finally results in the general form of the Campbell-equation

κ(st)n = s0

+∞∫
−∞

[ +∞∫
0

(xf(t))nw(x)dx

]
dt = s0〈xn〉

+∞∫
−∞

f(t)ndt (2.16)

Eq. (2.16) gives a relationship between the cumulants of the signal and the pulse
characteristics. In this thesis, the goal of the derivation was to reach the general
Campbell-equations, but the previous derivations also provide an opportunity to
determine the probability density function of the process for specified pulse shape
and amplitude distribution. Further results can be found in Paper I.

2.2.2 Campbelling for non-stationary signals

In Eq. (2.15) the stationarity of the signal was assumed. The term stationarity
may be confusing for processes with a constant intensity. Stationarity means here
that the time averaged cumulants of the process reach a constant value. Fig. 2.7a
illustrates such behavior. The count rate of the illustrated process suffers a step
change at 0 and at 300 ns. Although, the count rate becomes constant immediately
after the changes, the time averaged mean of the signal needs time to reach a
constant level. One should investigate how long time it takes after a step change
in the flux before the stationary state is reached. To illustrate this, Eq. (2.13) was
solved for a specific case: the intensity of the detection events follows a step change
(s0 = 0, when t < 0 and s0 = 107 s−1, when t ≥ 0), and the pulses have damped
exponential shape with realistic parameters (resulting around 100 ns pulse width).

Fig. 2.7b illustrates the function 1− κn(t)

κ
(st)
n

to give an idea about the convergence
time. The results show that the values of the theoretical cumulants converge
quickly to their stationary values after the step change. The convergence time can
be measured in tens of ns, which is comparable with the pulse width. Neither the
pulse amplitude distribution, nor the count rate have any impact on the speed of
the convergence.

The derivations in the previous section become elaborate if one tries to include a
time dependent count rate (i.e. consider an inhomogeneous process). Nevertheless,
the results for a step change imply that in practical situations (when the change of
the count rate is slower than few thousand ns), the signal can be considered as a
transition of quasi-homogeneous and quasi-stationary signals, therefore no special
Campbell-equation has to be derived to measure transient events. Further remarks
on the stationarity can be found in Paper II, and this assumption for transient
signals is investigated with simulations and experiments in Chapter 4.
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(a) Illustration of non-stationarity.

(b) Time dependence of cumulants after a step change in the detection
intensity.

Figure 2.7: Non-stationarity of homogeneous processes.

2.3 Tools for the study

The analytic derivations provide important insights about the characteristics of fil-
tered Poisson processes. Nevertheless, performing the inverse Laplace-transform
of the probability density function (2.13) is possible only for a few specific pulse
shapes and amplitude distributions. The real shape of the detector response func-
tion, and the amplitude distribution of the chamber are rather complicated, and
usually cannot be described analytically. Also, the solution of Eq. (2.12) for in-
homogeneous processes becomes cumbersome. In addition, the impact of the noise
of the electronics, and other unwanted signal contributors cannot be considered in
the analytic derivations.

Therefore, the investigation of fission chamber signals and the performance of
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Chapter 2. Fission Chamber signal as filtered Poisson process

various signal processing methods requires to develop numerical simulations and
to perform experiments. The following section summarizes the applied numerical
tools and experimental setup in order to study the fission chamber response and
signal.

2.3.1 pyFC

In order to simulate the current pulse creation in fission chambers, a code suite,
named pyFC (python-based simulation of Fission Chambers) was developed.
Although similar software tools already exist (such as described in Refs. [16, 23,
24]), pyFC aims to provide a straightforward, and fast computation route in
order to facilitate the study of propagation of technological uncertainties to fission
chamber signals.

The working scheme of pyFC is illustrated in Fig. 2.8. The suite first samples the
fission products, then the trajectories of the fission fragments in the filling gas, and
the spatial distribution of the created charges along the trajectories are computed
with the TRIM code [25]. TRIM (Transport of Ions in Matter) is a collection of
Monte Carlo based programs which determine the stopping power and range
of ions and heavy ions in matter. Since TRIM defines the target material as a
3-dimensional bulk cuboid, and in fission chambers the target material (filling gas)
usually has a cylindrical shape, some geometrical rotations are performed in the
suite based on the initial incident angles of the ions. The parameters of the charge
collection (such as the electron mobility in the gas) is calculated with the BOLSIG
software [14]. The coupling of the codes is done in Python. The collection time of
the charges is calculated in a numerical grid. The current pulse creation is based
on the Shockley-Ramo theorem [26]. The suite outputs the time-resolved pulses
created in each event, and allows to investigate the statistics of the pulses. The
details of the implemented considerations behind the code system are described
in [27].

The code does not consider any recombination events and avalanches, which
means that the chamber is assumed to work in the saturation regime. The space
charge effects are neglected (each fission product entering the inter-electrode space
ionizes the gas independently). Only the current induced by the electrons is
considered, since the mobility of the ions created by the fission fragment is much
lower. The original version of the code suite neglects the self-absorption of the
fission fragments, but the most recent version already includes the heavy ion
transport within the fissile deposit.

Multi-electrode and multi-coating chambers can be investigated with superpo-
sition, i.e. combining the results of more runs, each corresponding to one fissile
coating by assuming that the inter-electrode spaces are mutually independent.
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Input:
Voltage, Geometry, Gas properties

Fission yield

Input processing
Grid creation (electric field vs radius)

TRIM
Heavy ion track
Ionization in gas

BOLSIG
Electron mobility

Fission product
sampling 

(Energy, A,Z, angles)

Rotation
Real trajectory
Spatial charge 

distribution

Pulse creation
(Shockley-Ramo)

Loop

Drift velocity
Collection time

in grid

Pulse statistics

Figure 2.8: Flowchart of pyFC.
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2.3.2 Matlab toolbox for filtered Poisson process

A MATLAB toolbox was implemented to simulate the fission chamber signal as a
filtered Poisson process. The program generates the Poisson pulse train according
to a pre-defined pulse shape, amplitude distribution and count rate. The generated
signal is time-resolved like a real signal measured by an acquisition system, with
a user-defined sampling frequency.

The pulse shape and the amplitude distribution can be defined as analytic
functions (in order to provide comparison with theoretical results, as shown in
Paper III) or may be defined by external data (e.g. from a measurement, in order
to support the interpretation of measurements). The count rate may be defined as
constant or as a time dependent function (in order to study transient events).

The user has the opportunity to define additional time signals, such as back-
ground noise or further Poisson trains and add these to the original pulse train.
This way, the performance of signal processing methods can be investigated in the
presence of unwanted signal contributors.

An important real detector-like feature of the simulation tool is the way how
signals at high count rates are handled. If the order of count rate is comparable
to the order of time resolution of the simulated signal, more than one pulse can
appear within one time step. In this case those pulses will sum up, so the current
delivered by the entirely overlapping pulses will not be lost.

The simulated signal is considered as a current signal, since in an industrial
application the fission chambers are usually connected to current sensitive pre-
amplifiers which can be located farther away from the core [28].

The toolbox includes a set of algorithms to estimate the count rate with various
methods.

2.3.3 Experiment

During the work, two main experiment campaigns were done at CEA Cadarache.
The first aimed to verify the applicability and the calibration of higher order
Campbelling methods. The second focused on the test of a real-time measurement
system, which is detailed in Chapter 6.

Both experimental setups consisted of a current-sensitive fission chamber
placed in the reflector zone of the MINERVE reactor [29], which is a pool type
zero-power, light water reactor, operated at CEA Cadarache with a maximum
power of 80 W.

In the experiments, a CFUL01 fission chamber (manufactured by Photonis) [30]
was studied. The CFUL01 is a multi-electrode and multi-coating detector, which
means that the chamber contains three coaxial electrodes and four fissile coatings
of enriched uranium. The sensitive length of the detector is 211 mm and the outer
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radius of the first electrode is 14 mm, the inner and outer radii of the cathode is
16 and 17 mm, and the inner radius of the second anode is 19 mm. Therefore the
gas gap is 2 mm wide for both the inner and the outer chambers. The nominal
operating voltage is 600 V (and the maximum voltage is 800 V at 20 ◦C, while the
limit is 1300 V with no radiation). The filling gas is Argon with 4 % Nitrogen at
250 kPa (at room temperature). The fissile deposit consists of U3O8, with the U-235
content enriched to 90 % with a surface density of 1.32 mg/cm2. The thickness of
the deposit is around 1.5µm. The advantage of using multi-coating detectors is to
increase the fissile mass in the chamber without increasing the surface mass and
therefore the self-absorption of the deposit [17].

The fission chamber was connected to a fast broadband current pre-amplifier
with a high immunity, 25 m long cable. The pre-amplifier acts as a high-pass
filter in order to remove the DC part of the signal. It exhibits a sensitivity of
3.08·10−5 A/V and its gain is ±0.5 dB in the 5 kHz - 50 MHz frequency band.
During the first measurement campaign, the output signal of the pre-amplifier was
digitized at a high sampling frequency (1 GHz) during a large time span with an
advanced digital oscilloscope (Agilent Infiniium). The collected signals were post-
processed with MATLAB. During the second measurement campaign the output
signal was processed in real-time with a prototype, FPGA based measurement
device (having 125 MHz sampling frequency), developed at CEA Cadarache.
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CHAPTER 3

Traditional methods: Pulse and Campbelling mode

The generated current signal at the electrodes of the fission chamber is collected,
amplified and processed. The main goal of the fission chamber signal processing
is to estimate the count rate, i.e. the intensity s0 of the signal, since this value is
related directly to the neutron flux. Increasing intensity causes pile-ups of the
pulses in the signal, whereas the electronic noise and the background level of the
gamma and alpha radiation also pose challenges, thus the estimation of the count
rate becomes a non-trivial task.

Depending on the count rate, the pulse shape and the signal sampling, the
chamber is traditionally operated in three different modes: the pulse mode at
low power levels, the Campbelling mode at medium and high power levels and
the current mode at high power levels. All modes require a separate electronic
acquisition system. Therefore, a traditional instrumentation based on fission
chambers is a complex system which includes various processing electronics.
This chapter introduces the traditional fission chamber modes, and investigates
the performance of them through simulations. This chapter mainly summarizes
Paper III. Similar results can be found in the literature [2, 31], nevertheless Paper III
provides an extensive sensitivity study of the linearity of the traditional methods.

3.1 Discrete signal sample

In the previous chapter the fission chamber signal was considered as a continuous-
time signal. In measurements (and in numerical simulations), after digitizing the
signal, only a finite and discrete-time signal slice is available as shown in Fig. 3.1.
The sampling rate is defined by the measurement device (by the Analog-to-Digital
converter) or by the user in a simulation. Later on the following notation will be
used to describe the sampled current quantities:

Xi = η(ti) where i ∈ [1, N ] (3.1)

where N is the size of the sample (defined by the length of the measurement and
the sampling rate).
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Figure 3.1: Sampled signal.

3.2 Pulse mode

The simplest way to estimate the intensity of the signal is through counting the
pulses separately. The limitation of the separation between pulses is determined
by the pulse width and the pulse intensity, as well as by the detector electronics.

In practice the counting process is achieved by a transistor-transistor logic
(TTL). A discrimination level is set and when the chamber signal jumps from below
to above this level, the electronics trigger a logic signal. The logical responses are
counted in order to estimate the pulse count. This logic response has a certain time
width and during this time the following jumps above the discrimination level are
neglected. The application of such a counting system on a measured signal slice is
illustrated in Fig. 3.2. The width of the TTL signal acts as a non-paralyzable dead-
time (while the logical signal is on, the system will not count other pulses). The
discrimination level has a paralyzable dead-time effect (meaning that if the signal
stays above the level, then the electronics does not trigger more logic responses).
Such a behavior can be observed in Fig. 3.2 (where a relatively high count rate was
chosen in order to highlight the dead-time effect). The actual behavior depends
on the TTL width, the pulse width, the pulse amplitude distribution and the
discrimination level. In theory it is possible to perform dead-time corrections up
to a certain extent [32].

Defining the optimal discrimination level is non-trivial. In case the pulse
amplitudes are randomly distributed and the lower amplitudes are comparable
with the amplitude of the noise, such a pulse counting method fails to estimate
the pulse count properly. Fig. 3.3 shows the counted pulses in a 10 ms long
measurement depending on the discrimination level: in case the discrimination
level is too low, the noise triggers spurious counts; in case the level is too high,
the method does not count low amplitude pulses. A possible option is to set the

22



3.2. Pulse mode

Figure 3.2: Illustration of a generated TTL signal.

discrimination level at the inflexion point of the curve (which is named integral
bias curve in Ref. [33]).

Figure 3.3: Estimated pulse count vs discrimination level.

In the simulations of the pulse mode included in the following sections, both
dead-time phenomena inherently occur (the non-paralyzable due to the pulse
shape, and the paralyzable due to the applied discrimination level). Nevertheless,
corrections have not been applied, since we were interested in the limitations of
the uncorrected pulse mode.
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3.3 Campbell mode

In the Campbell, or fluctuation mode, the quantity of interest is the variance of the
signal. Eq. (2.16) becomes

D2(η) = s0〈x2〉
+∞∫
−∞

f(t)2dt (3.2)

for the second order moment. The variance of the signal is approximated with the
variance of the signal sample:

D2(η) =

N
N∑
i=1

X2
i − (

N∑
i=1

Xi)
2

N(N − 1)
(3.3)

The observed variance is a sum of the variance of the real fission chamber signal
triggered by the incoming neutrons, of the noise, and of the gamma and alpha
contribution. One may measure the variance directly based on the sample val-
ues, or determine the integrate of the power spectral density of the signal. The
amplitude of the pulses triggered by gamma radiation is much lower than the
pulses emerging from fission events. Therefore, the gamma contribution is largely
suppressed, because the amplitude term is squared [34].

The fluctuation mode requires calibration, meaning that the pulse and ampli-
tude terms have to be determined. In the following simulations these terms were
considered as known.

Fig. 3.4 shows the probability density function of the amplitude of simulated
signals with and without noise at different count rates. For this illustration, a
rather high noise level (20 %) was set to highlight the general effects of noise on the
probability density function. The probability density function was calculated by
normalizing the histogram of the sampled current values of the simulated signals.
One can see that at lower count rates the density function and the variance of
the noisy signal is mostly dominated by the noise. Hence, when the count rate
is estimated based on (3.2), the variance of the noise biases the estimated count
rate. Conversely, at higher count rates the noise does not have a great effect on the
probability density function.

3.4 Current mode

In the current mode the quantity of interest is the mean current. In fact, the current
mode is based on the first order Campbell equation:
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Figure 3.4: Probability density function of the signal.

E(η) = s0〈x〉
+∞∫
−∞

f(t)dt (3.4)

Since the pulse shape in (3.4) is normalized, the integral becomes unity, there-
fore the knowledge of the pulse shape is not necessary to calibrate a fission cham-
ber in current mode, which makes the calibration relatively simple. Although,
measuring the mean of the current is simple and robust, this mode is extremely
sensitive to any unwanted signal contributions. In this work the current mode
is not considered, since according to earlier studies the current mode does not
provide a wider application range than the Campbell mode [6].

3.5 Linearity gap

An extensive numerical comparison between the pulse mode and the second order
Campbelling technique was performed. For the detailed results the reader is
referred to Paper III.

In the simulations the pulses were considered as having an exponential decay
shape with a width of around 90 ns. The performance studies were based on signal
samples of 10 ms length with a sampling rate of 1 GHz. The signal was loaded
with additional Gaussian white noise at various noise levels.

It was found that the pulse mode is nearly insensitive to the noise if the
discrimination level is well set, whereas the Campbelling is significantly biased
by the noise at low count rates. Nevertheless, already a relatively narrow pulse
amplitude distribution results in a count rate underestimation in the pulse mode,
whereas the Campbelling mode is not impacted by the stochastic amplitude if well
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calibrated.

Fig. 3.5 shows the performance of the pulse and Campbelling modes for various
pulse widths at a realistic noise level (the standard deviation of the noise is 5 % of
the pulse amplitude). The pulse width change was considered through changing
the nitrogen content of the filling gas, which would have an impact only on the
electron and ion velocity (see Fig. 2.3), but not significantly on the amount of
induced electron-ion pairs by the fission fragment. Therefore, the delivered charge
of the pulses (i.e. their integrals) was kept fix in the simulations, while changing
the pulse width, which results in a change of the pulse amplitude.

Figure 3.5: Impact of the pulse width on the pulse mode (PM) and the Campbelling (CM) (noise:
5%).

Fig. 3.5 shows that by increasing the count rate of the signal, the performance
of the pulse mode gradually deteriorates, whereas the performance of the Camp-
belling improves (the reason for which is explained in Fig. 3.4). The pulse mode
has a critical count rate, at which the dead-time saturates and the estimation breaks
down. One can see that depending on the pulse width there will be a count rate
region (106−107 s−1), in which both methods fail to provide an accurate estimation.
Although the literature of possible dead-time corrections is large and the research
on correction methods is still active [35], most of the methods are cumbersome to
be implemented in real-time systems and are limited to perform plausible correc-
tions up to the breakdown point. Therefore, in order to guarantee the overlap of
the applicability range of the pulse and the Campbell mode, the pulses have to be
narrowed. As described in Chapter 2, this can be done by introducing nitrogen
gas into the filling gas, but this solution would limit the lifetime of the chamber
(due to the loss of nitrogen molecules under irradiation).

Thus there is a real need for unifying the two modes without altering the filling
gas or the design of the chambers. A possible unifying solution is investigated in
the following chapter.
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CHAPTER 4

Performance of Higher order Campbelling

As the previous chapter highlighted, the traditional methods are vulnerable to
the effect of various noises. The Campbell method is impacted by the parasitic
noise of the electronic system. The gamma background and the ionic contribution
results in a signal with rather high count rate, and low pulse amplitude, therefore
it does not affect the pulse mode, but it has a moderate impact on the Campbell
mode and a significant impact on the current mode. The alpha decay of the fissile
layer induces relatively high pulses (the amplitude of pulses triggered by alpha
particles is tenth of the amplitude of pulses triggered by the fission fragments)
with a low count rate, therefore it impacts both the pulse, the Campbell and the
current mode.

There are several solutions to reduce the impact of the various noises. The
gamma and the alpha contributions can be compensated by introducing an addi-
tional ionization chamber in the measurement system with the same geometry, and
containing an alpha decaying deposit instead of the fissile deposit (such as Ra-226),
which emits an equivalent amount of alpha particles as the fissile deposit [36],
and the measured mean and fluctuations of the compensating signal can be sub-
stracted from the mean and variance of the fission chamber signal. On the other
hand, the impact of the ionic contribution and the parasitic noise can be filtered by
investigating the spectral properties of the signal [37]. Nevertheless these methods
are not perfect, and introduce additional complexity to the measurement system,
therefore reduce the robustness to interpret the signal and to detect sensor failures.

To remedy this problem, the application of the Higher Order Campbelling
(HOC) methods was proposed [20, 38]. These use the higher order statistics (cumu-
lants) of the detector current to estimate the detection rate. Although the theoretical
relationship between the higher order cumulants and the mean detection rate has
long been known, the applicability and performance of these methods in practical
applications and in transient scenarios has not been extensively tested, and the
uncertainty related to applying high order methods has not been addressed. The
available experimental results have large uncertainties, and the measurements
need relatively long (a few s) signal samples [39], which is unfavorable for real-
time applications. The rapid development of digital measurement devices (such
as FPGAs) brings recent attention to these methods, since the reliable estimation
of the higher order moments of the signal became achievable.
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This chapter provides an introduction to and summary of the numerical and
experimental performance studies of the HOC method detailed in Paper IV and
Paper V.

4.1 Higher order Campbelling

Let us rewrite (2.16) in a general form:

κ(st)n = s0〈xn〉
+∞∫
−∞

f(t)ndt = s0 · Cn (4.1)

where commonly, the methods in which n ≥ 3 are called higher order methods.
Eq. (4.1) shows that if the pulse shape f(t) and the amplitude distribution w(x) are
known (therefore the calibration coefficient Cn is determined), and the cumulant
κn (of any order) of the signal is determined from measurement, then the count
rate s0 of the signal can be estimated.

4.1.1 Cumulant estimation

In practice, the empirical distribution of the signal is estimated from a finite,
discrete sample, with an uncertainty depending on the length of the signal sample,
as illustrated in Fig. 4.1. As a consequence, the cumulants of the signal have to be
also estimated, and the estimations have uncertainties as well.

Figure 4.1: Empirical probability density function depending on the signal length (with identical
sampling rate).
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4.2. Numerical studies

For the current work the k-statistics were applied to estimate the cumulants [40].
The nth k-statistic kn is a unique symmetric unbiased estimator of the cumulant
κn, defined such that

〈kn〉 = κn (4.2)

If the sum of the nth powers of the data points Sn is defined as

Sn =
N∑
i=1

Xn
i (4.3)

where N stands for the size of the sample as in the previous chapter, then the first
two higher order k-statistics can be given in terms of these sums as

k3 =
2S3

1 − 3S1S2 +N2S3

N(N − 1)(N − 2)
(4.4)

and

k4 =
12NS2

1S2 − 3N(N − 1)S2
2 − 4N(N + 1)S1S3 +N2(N + 1)S4 − 6S4

1

N(N − 1)(N − 2)(N − 3)
(4.5)

The convergence of the cumulant estimation to the real value of the cumulant is
the subject of Sec. 4.2.1.

4.2 Numerical studies

First, the performance of the higher order methods was investigated through
numerical simulations. In this regard the convergence of the cumulant estimations
was studied and the optimal measurement time was defined. Then, the impact
of the ionic pulses, the parasitic noise of the electronics and the competitive shot
noises were determined for the traditional and higher order Campbelling methods,
in order to decide how large gain can be achieved by applying very high orders.

In the numerical study a normalized damped exponential pulse shape was
considered for describing the electronic and ionic pulses:

f(t) ∝ e−t/p1 − e−t/p2 (4.6)

For the quantitative work, reference pulse parameters were chosen to describe
both the electronic and the ionic pulses. The characteristics of the pulses are
summarized in Table 4.1. The pulses were chosen to have deterministic length and
shape: although, for a given pressure, there is some variation in the pulse shape
(depending on the angles of the ionization tracks, and the kinetic energy of the
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Table 4.1: The reference pulse characteristics

type e− ion
time parameter p1 20 ns 2 µs
time parameter p2 4 ns 0.4 µs
mean charge 〈q〉 0.1 pC 0.1 pC
amplitude a 3.34 µA 34 nA
pulse width 100 ns 10 µs
resolution 1 ns 1 ns

fission fragment), for simplicity, here only a mean shape is considered, since the
reference fission chamber (CFUL01) is relatively small (the gas gap is only 2 mm),
therefore, the pulse width is roughly independent of the track of heavy ions for
this fission chamber.

For each investigation, 1000 signals with the same measurement time were
generated in order to assess the random error of the estimated count rate. The
expected value, or mean, of these estimations reflects the systematic error caused
by the noise.

4.2.1 Convergence

Fig. 4.2a illustrates the count rate estimation of several order Campbell methods
based on 10 ms long signal samples without noise (the second, third and fourth
order estimations overlap each other). One can immediately see that at higher
count rates the higher the order of the method is, the higher the uncertainty of the
estimation is. The reason is the increase of the associated variance of the estimators

var(kn) = 〈(kn − κn)2〉 (4.7)

The analytic form of this variance and the unbiased estimators of the variance can
be found in the literature [40]. Here only a illustrative term is highlighted.

var(kn) ∝ κn2
N

(4.8)

Eq. (4.8) means that the variance of the estimator is proportional to the nth power
of the variance of the signal. Since the variance of the signal increases with the
count rate (which is expressed by the traditional Campbell equation introduced
in Eq. (3.2) and illustrated in Fig. 3.4), the variance of the estimation increases
exponentially with the count rate. This means that for accurate measurements
with higher orders, one needs longer measurement times. Since for real-time
monitoring one attempts to have as short measurement times as possible, this
criterion limits the application of the very high order methods.
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(a) Illustration of the estimation uncertainty.

(b) Random error of the count rate estimation.

Figure 4.2: Error of the Campbell estimations.

Instead of evaluating the formulae of the variance of the estimators, a rather
pragmatic approach was applied, which inherently includes the uncertainties due
to the randomness of the process. Many signals were created at several count rates
with several measurement lengths, and the relative difference of the estimated
and the real count rate was determined. The random error of the estimation
was defined as the standard deviation of this set of differences. The results are
summarized in Fig. 4.2b for the second and the third order. One can see that at
high count rates the random error indeed exponentially increases; and further,
that at lower count rates, the error also increases, due to the randomness of the
process. The plane related to 5 % error is also shown in the figure as a reference.
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Based on these results it was concluded that for the third order methods a
measurement time around 1− 10 ms provides reliable count rate estimation over
a wide count rate range (above 104 − 105 s−1). Therefore, in the continuation, the
computations were done for 10 ms.

Although, in the figure the fourth order estimate is not included, the calcula-
tions showed that the fourth order encounters more serious convergence problems.
Nevertheless, in some of the following results the fourth order estimations are
also included, to point out whether the application of higher than third order
estimations has any practical advantage.

4.2.2 Noise suppression

This section investigates the impact of the ionic pulses, the parasitic noise of the
electronics and the competitive shot noises (i.e. the gamma and the alpha contri-
bution). These noises cause systematic measurement errors since the calibration
coefficient in Eq. (4.1) takes into account only the most dominant part of the signal,
the electronic pulses, because in an experimental calibration one determines the
electronic pulse shape (as shown in Sec. 4.3). On the other hand, the measured
cumulant is related to the compound signal (i.e. the fission chamber signal and
the various noises). Hence, the systematic error may be estimated analytically
(an example is given in Paper IV for the ionic contribution). Nevertheless, in the
numerical simulations, the random errors due to the fluctuation of the number
of pulses N(t) arriving during the measurement time and the variance of the
cumulant estimations are inherently included. Therefore, with simulations one
gains more understanding about the significance of the impacts of the noise.

As was seen in Table 4.1, the ionic pulses carry the same amount of charge as
their electronic counterparts, but their width is around two orders of magnitude
longer, therefore the amplitude is two orders of magnitude lower. Figs. 2.4 and 2.5
have illustrated that such ionic contribution will introduce a low frequency noise.

Both analytic and numerical results (as presented in Paper IV) show that the
traditional Campbell mode overestimates the count rate with about 1.2 % due to
the ionic contribution, whereas the third order Campbell mode can reduce this
bias to 0.2 %. Nevertheless, due to the larger random errors of the third order
method, at count rates higher than 108 s−1 this reduction benefit vanishes.

The components of the electronics (such as the pre-amplifier, the cables and
the connections) introduce a parasitic noise to the signal. Several simulations
were carried out assuming different frequency dependence of this noise, since
the experimental work shows that the noise is not white. From measurements, it
was also verified that the noise distribution is close to Gaussian and its standard
deviation is around 6-7 % of the mean pulse amplitude. It was shown that both the
third and fourth order methods sufficiently suppress the impact of the noise, as
the higher order cumulants of the Gaussian distribution are zero. The application
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of the fourth order does not bring any advantage over the third order method.
In contrast, the higher order methods are not entirely insensitive to the noise of
the electronics: as shown in Eq. (4.8), a signal distribution with larger variance
increases the variance of the estimator, therefore higher noise levels increase the
random error of the higher order methods. For realistic noise levels this effect does
not play a significant role, but it can be concluded that to suppress parasitic noise,
it is favorable to limit the order of the method to avoid increasing the random
error.

In the fission chamber other, not neutron-triggered ionizing radiations also
induce pulses. These pulses also create a shot noise in the chamber, referred in
this thesis as competitive shot noise. The main undesirable contribution originates
from gamma radiation [41] and the alpha decay of the deposit. The assessment of
the gamma contribution to the signal of a fission chamber, located in the reflector
region of a sodium cooled reactor, lies beyond this work, nevertheless, the gamma
triggered pulses are assumed to have at least 2 orders of magnitude lower pulse
amplitude than the pulses of the fission fragments [41]. On the other hand, the al-
pha contribution of the reference fission chamber CFUL01 can be easily evaluated,
hence the impact of the alpha background can be estimated. Since the deposit
contains around 1 g of uranium (with a U-235 enrichment of 90 %), the alpha count
rate is around 105 − 106 s−1. The mean pulse amplitude of the pulses triggered
by the alpha particles was studied with the pyFC tool, and is around 10 % of the
mean pulse amplitude of the pulses triggered by the fission products. Since both
the gamma and the alpha pulses are mostly covered by the noise of the electronics,
it is not possible to consider them in the calibration procedure.

With numerical simulations it was shown that, regarding the competitive
noise, by increasing the order of the method, a significant suppression gain can
be achieved (see Paper IV for further details). However, the random error of
the fourth order exceeds its systematic error reduction compared to the third
order. With the third order mode the competitive shot noise can be successfully
suppressed even if the parasitic pulse amplitudes are 25 % of the neutron triggered
pulse amplitudes and the intensity of the competitive process is comparable with
the intensity of the neutron signal.

As a summary, Fig. 4.3 presents the results of the systematic and random errors
for signals where all the above-mentioned noises appear simultaneously: Gaussian
noise (with a standard deviation of 6 % of the mean pulse amplitude), ionic signal
and competitive shot noise (with the same count rate as the fission rate - which is
an underestimation for the alpha count rate at higher than 106 s−1 fission rates -,
and the competitive pulse amplitudes are 1 % or 10 % of the mean pulse amplitude
triggered by neutrons).

In case the count rate of the non-neutron triggered pulses is comparable with
the count rate of the neutron-triggered pulses for the HTFCs applied in Astrid, and
further if the data acquisition system can filter out low frequency noises (such as
the ionic contribution), then at high count rates (above 108 s−1) still the application

33



Chapter 4. Performance of Higher order Campbelling

Figure 4.3: Cumulative impact of noise.

of the second order method may be advisable, considering the larger random error
of the third order estimation.

4.2.3 Transient

As detailed in Chapter 2, reactor transients result in an inhomogeneous signal, in
which the count rate of the signal can be described as a time dependent function
s(t). The developed simulation toolbox has included the capability of describing
such continuously changing count rates.

In order to assess the dynamic response of the higher order Campbelling, a test
scenario was considered, which describes a heuristic, fast change in the count rate.
The count rate was increased from 105 s−1 to 108 s−1 in 50 ms, and after reaching
the maximum, it decreased to 105 s−1 in 50 ms (illustrated by the solid line in
Fig. 4.4; note the logarithmic scale on the y-axis).

The simulation was performed as taking consecutive finite samples of the
signal, and estimating the count rate of them with the Campbell equations for
homogeneous processes (Eq. (4.1)). This implies that the inhomogeneous signal
was approximated as a sequence of quasi-homogeneous signals. The length of the
consecutive samples (the estimation window) was set to 1 ms or 10 ms.

Fig. 4.4 presents the count rate estimation over the transient event for the dif-
ferent estimation windows. The results show that there is a delay of the estimation
due to the length of the sample size. If the window size is set too short then the
accuracy of the measurement is going to be worse (due to the random error related
to the stochastic characteristic of the signal and to the inaccuracy of the third order
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Figure 4.4: Transient simulation: count rate estimation with window sizes 1 ms and 10 ms.

estimation), whereas with longer measurement times the exact shape of the tran-
sient may be lost, as in the example with longer measurement window, the peak is
missed. This means that if the sample window is well optimized (meaning that it
is sufficiently long to guarantee an accurate cumulant estimation, but sufficiently
short to monitor the change in the count rate), then the inhomogeneous signal can
be approximated as a sequence of homogeneous signals, and the homogeneous
Campbell equations can be applied.

It can be concluded that the monitoring of transients is limited by the shortest
reliable measurement time (in which the estimation is converged). As illustrated,
with rather short, 1 ms long windows it is possible to reach a fair estimation even
at high count rates, which means that one can be confident that transients slower
than the ms scale can be followed with third order Campbelling methods.

4.3 Experimental studies

In order to verify experimentally the wide range linearity of the third order Camp-
bell method, the possibility of calibration and the possibility to monitor transient
events, a measurement campaign was carried out (the details of the experimental
setup are described in Sec. 2.3.3).

At low reactor power levels when the pile-up of pulses is unlikely, pulses were
collected separately (a sample of the recorded pulses are available in Fig. 4.5a).
Although, at such low power levels the pile-up events are rare, during the post-
processing the incidental pile-up events were eliminated from the data set.

At medium and high power levels, 10 ms long signal samples were collected
(such a measurement at 30 W power level is illustrated in Fig. 4.5b). At medium
levels the pulses overlap moderately. This provides an opportunity to estimate
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the count rate accurately with pulse counting techniques and to compare it with
the estimation obtained from the calibrated HOC mode.

(a) Sample of recorded pulses.

(b) Sample of recorded signal at 30 W.

Figure 4.5: Illustration of recorded data.

4.3.1 Calibration and linearity

The separated pulses recorded at low power were studied in order to determine
the calibration coefficient Cn (introduced in Eq. (4.1) as the product of the integral
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of the nth power of the mean pulse shape and the nth order raw moment of the
pulse amplitude distribution) for the second and the third order. The measured
mean pulse shape and its standard deviation are shown in Fig. 4.6. A slight bump
follows the main pulse, which is an artifact due to the current bouncing back on
the cable.

The measured calibration coefficients of the second and third order Camp-
belling mode are summarized in Table 4.2. It has to be highlighted that these
coefficients belong to the whole experimental setup (but are independent from
the neutron spectra) and not only to the fission chamber. The random error of
the coefficients was determined empirically (i.e. the coefficient was calculated
for 10 set of 10000 pulses). The systematic error of the coefficient was estimated
from the error of the amplitude measurement, since during the measurement, a
discrimination level has to be introduced to separate the pulses from the noise.
Therefore pulses lower than the discrimination level are not accounted for in the
calibration procedure. Table. 4.2 also contains the empirical third order calibration
coefficient C3,empir, introduced later.

Since, as previously described in Chapter 2, the CFUL01 fission chamber is a
multi-coated fission chamber, the impact of the variation in pulse shapes coming
from the different coatings was addressed in Paper V. The overall error of the
calibration coefficient due to assuming that all pulses have the same shape was
estimated to be around 3 %.

Figure 4.6: The recorded mean pulse shape and its standard deviation.

To assess the linearity of the third order Campbelling, several signal samples
were recorded at 28 different power levels between 0.2 W and 80 W. This allowed
to estimate the deviation of the cumulant estimation as well.

The count rates of the signals taken below 2 W were estimated with pulse count
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Table 4.2: Calibration coefficients

mean
C2 (A2Hz−1) (2.00± 0.04) · 10−19

C3 (A3Hz−1) (5.32± 0.3) · 10−25

C3,empir (A3Hz−1) (5.19± 0.2) · 10−25

algorithms as well. These made it possible to compare the count rate estimations of
the calibrated third order method to the estimations of the pulse counting (which
can be considered as a reference at low count rates) and to determine an empirical
calibration coefficient C3,empir by fitting a linear model between the empirical
pulse count and the third order cumulant estimations. The empirical calibration
coefficient is included in Table 4.2.

The count rate estimation results are summarized in Fig. 4.7. One immediately
notices the failure of linearity for the traditional Campbelling at low count rates.
However, the count rate estimated by the third order cumulant shows good
agreement with the results of the pulse counting, and the third order Campbelling
provides a linear estimation over the whole power range.

Figure 4.7: Count rate estimation with different methods.

The good agreement between the empirical and HOC calibration verifies the
possibility to calibrate the fission chambers in HOC mode empirically. Thus, if one
can perform a reliable pulse count estimation at low count rates, then the empirical
calibration provides the simplest and most robust calibration methodology (i.e.
the difference in pulse shape will not have any significance and the cumulant mea-
suring system can be cross calibrated with a reliable pulse counting system, thus
the system does not need to be capable of recording the signal). Such a calibration
is not plausible for the traditional Campbelling method, due to the linearity gap
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between the pulse counting method and the second order Campbelling.

4.3.2 Transient

The numerical studies showed that higher order Campbelling methods are limited
only by the smallest reliable measurement time to monitor fast transients. In
the frame of the measurement campaign, an experimental demonstration of the
transient monitoring was performed.

The MINERVE reactor is not designed to induce transients, therefore the fastest
transient which can be authorized by the operators is the control rod drop transient.
For the current measurement, the reactor power was kept at a stationary 60 W
power level, when the control rods were dropped. The fall of the control rods
takes around 0.4-0.5 s.

Figure 4.8: Transient measurement.

Fig. 4.8 shows the time evolution of the Campbell count rate estimations
based on consecutive, 2 ms long signals (right axis, pink and green curves in
the foreground) and the fission chamber signal (left axis, light blue curve in the
background). Since the applied pre-amplifier removes the mean of the signal, one
can observe the change of the offset during the measurement. At the beginning of
the measurement the reactor was in stationary state, hence the estimated count
rate is constant in time. The control rod was dropped 0.1 s after the recording
started, which results a rapid, exponential decrease of the count rate. The control
rod was fully inserted after a fall of 0.4 s, when the decrease of the count rate is
turning slower, and the pulses in the signal are mostly triggered by the delayed
neutrons. Both the traditional and the third order Campbell methods show a
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sufficiently dynamic response during the fall of the control rod. However, at the
end of the transient the count rate is overestimated by the traditional Campbelling.

4.4 Concluding remarks on the higher order Camp-
belling

It was shown through numerical studies that the uncertainty of the higher order
cumulant estimations limits the applicable order.

Nevertheless, it was seen that already the third order method achieves signifi-
cant noise suppression capabilities: it sufficiently eliminates the impact of the ionic
signal contribution, the parasitic noises of the measurement system and possible
competitive shot noises (such as the gamma background, and the alpha radiation
of the fissile coating). Nevertheless, due to the large random error of the third
order estimation at high count rates, it is advisable to apply a system, which makes
use of the second order estimation at count rates above 109 s−1.

It was shown that with the currently available digital sampling rates it is
possible to achieve accurate measurements above 104 s−1 based on signal samples
of a few ms. Monitoring lower count rates is still possible, but the measurement
time needs to be longer (nevertheless, the pulse mode has the same drawback).

The wide range linearity and the transient following capability of the third
order Campbell mode was verified through an experimental campaign.

Determining the theoretical calibration coefficient in high order mode may be
problematic with cumulant measuring systems, which are not capable of recording
the signal. For such systems, the pulse recording has to be done with a separate
apparatus, which may have a different transfer function. In order to overcome this
issue, it was verified that the calibration is possible empirically, based on pulse
counting techniques.
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Self-monitoring

Eq. (4.1) shows that the cumulants of the signal may change not only due to the
change in the count rate, but also due to the change in the mean pulse shape
or the pulse amplitude distribution. The higher order methods are particularly
sensitive to such changes due to the higher exponents in Eq. (4.1). These changes
may occur due to the reduction of detector filling gas pressure or voltage. During
measurements, only the change of the cumulant (therefore the change of the
estimated count rate) will be detected, thus we have to be able to decide whether
this change occurred due to the change of the neutron flux around the detector or
due to the malfunction of the detector.

The current chapter explores the possibility of detecting the detector failure
from the change of the shape f(t) of the detector pulse. Namely, earlier work
showed how the temporal auto-correlation of the detector signal depends on the
detector pulse shape [42]. Hence, if the detector malfunction results in a change
of the detector pulse shape, this latter can be discovered from the detector signal
auto-correlation function, or from its power spectral density. Thus, this chapter
investigates the alteration in the mean pulse shape due to failure of the detector
and investigates the possibility to identify the malfunction from the changed
characteristics of the detector signal PSD. In this thesis the capability of identifying
such failures is called self-monitoring or smart detector capability.

Previously there have been attempts to perform regular tests to identify mal-
functions of fission chambers. Ref. [43] proposed periodic testing (at least annual)
of fission chambers installed in a reactor, and tests of newly-manufactured cham-
bers and stored spare chambers. This pioneering technique was based on analog
measurements of the power spectral density, and identifying changes in the am-
plitude of the spectra (therefore, the measurements had to be taken at steady flux
level). An other proposition was to measure the transition frequency between
the ion and electron plateau (i.e. the inflexion point in Fig. 2.5), which is not
straightforward in case one wants to perform real time measurements (the change
which has to be detected is a few kHz), and may be problematic if the instrumen-
tation filters the frequencies lower than a few kHz, and if the measurements are
not sufficiently long. To investigate these properties one needs dedicated offline
measurements.

In contrast, Paper VI quantifies how the width of the spectra (i.e. the length of
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the electron plateau) changes during a malfunction, and focuses on the possibility
of real-time application, i.e. the possibility of performing spectral analysis during
the operation. For this purpose the investigation of the amplitude of the spectrum
is not adequate, since that may change due to the change in the reactor power as
well.

5.1 Hypothetical malfunction

As mentioned before, the change of the fission chamber characteristics may have
several causes. An illustration is given in Paper VI, where the chosen scenario was
a pressure drop of the filling gas due to a crack on the wall of the fission chamber.
Such a crack would not appear instantaneously, rather would develop during a
longer period of time. Modeling the temporal development of such ruptures is
beyond the scope of this thesis.

The sodium pressure in an Astrid-like core at the fission chamber location was
calculated with Bernoulli’s theorem and was found to be 72 kPa. This implies that
the filling gas would leak from the chamber in case of a rupture. The characteristic
time of this leakage strongly depends on the size of the crack, but for microscopic
ruptures (a few tens of µm) the leakage progresses for a few hours. The goal of the
present work was to quantify the minimum pressure drop which can be detected,
in order to assess whether early fault detection is possible.

For this work the CFUL01 fission chamber was the reference fission chamber.

5.2 Impacts of pressure drop

First the pyFC suite was applied to simulate the change of the pulse shape during
the pressure drop. The computation of the mean pulse shape and that of the
pulse amplitude distribution was performed for several pressure values between
150 kPa and 250 kPa. As described before, although, for a given pressure, there
is some variation in the pulse shape (depending on the angles of the ionization
tracks), for simplicity, in the following only the mean shape is considered, because
the most important characteristics of the pulse, its width, is roughly independent
of the track (since the CFUL01 chamber is only few mm in diameter).

The results are summarized in Fig. 5.1. By decreasing the filling gas pressure
(and therefore the number of gas atoms in the chamber) the pulse width and
the carried charge (the integral of the current pulse) is decreasing as well. At
lower pressure the heavy ion creates less electron-ion pairs and the mobility of the
electrons becomes higher. The change in the mean pulse shape can be observed
in Fig. 5.1a. The pulse width shows a saturation which is a consequence of the
saturation in the drift velocity at low pressures (as shown in Fig. 2.3).
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(a) Mean pulse shape.

(b) Amplitude distribution.

Figure 5.1: Fission chamber pulse characteristics due to pressure drop.

Fig. 5.1b shows that the amplitude distribution of the created pulses is also
affected by the pressure drop. The median of the distribution becomes lower and
the raw moments of the distribution are decreasing during the pressure drop,
since there is less gas to be ionized.

As a consequence, both terms of the calibration coefficient, introduced in
Eq. (4.1), are decreasing during the pressure drop. The alteration in the second
and third order coefficient is -15 % and -21 %, respectively, due to 25 kPa pressure
change. Therefore the cumulants of the signal decrease significantly, even if the
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real count rate is unchanged. This results in an underestimation of the count
rate with the original calibration coefficient. As shown in Fig. 5.2, the count rate
estimation drops during the pressure loss, even though the reactor is in a steady
state.

Figure 5.2: Estimated count rate at s0 = 107 s−1.

5.3 Fault indicator

The task of a self-diagnosing detector is to identify whether the estimated count
rate changed due to the change of the count rate or due to other reasons.

Therefore we have to define a measurable quantity of the fission chamber signal
which is sensitive to the pulse shape change but not to the count rate change. The
power spectral density of the detector signal satisfies this requirement. For a
filtered Poisson process, it can be shown that the power spectral density has a
breakdown at high frequencies which depends on the pulse shape [42].

To study the PSD of fission chamber signals, the same fission chamber signal
simulator was used as in the previous chapters. With the software, various pulse
trains, related to different filling gas pressures, were simulated.

First, it was verified that changing the count rate of the signal does not effect
the shape and the breakdown frequency of the PSD, just the amplitude. Also the
impact of the pulse amplitude distribution was studied separately. In accordance
with our expectations, the pulse amplitude distribution has only an effect on the
amplitude of the PSD.

Finally, the impact of the pulse shape was investigated. The results are shown
in Fig. 5.3. Due to the alteration of the pulse shape, primarily of its width, the PSD
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Figure 5.3: PSD of the signal at different filling gas pressures.

will extend to higher frequencies at lower filling gas pressures. This change was
quantified by defining the PSD width as its full width at half maximum (FWHM)
to provide a simple and measurable quantity to indicate gas leakage. The PSD
width is contained in the 5-15 MHz band, which is an easily accessible frequency
band with modern instrumentation.

One can notice that the spectral densities in Fig. 5.3 have some variance, there-
fore the estimation of the FWHM is not trivial. To guarantee reliable FWHM
estimation and therefore reliable fault detection, the accuracy of the method had
to be assessed. It was found that in case the FWHM estimation is based on 10 s
long measurements, the error of the estimation is less than 1 %, which corresponds
to a minimum detectable pressure drop of 5 kPa.
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Implementation of the measurement techniques

In the previous chapters the signal processing was performed offline: after record-
ing the signal, it was post-processed with a PC. Nevertheless, the ultimate goal of
neutron monitoring is to realize a system, which is capable to work online.

Recently, neutron flux monitoring systems based on the traditional Camp-
belling technique make use of digital components, and FPGAs [31, 44]. Also
the HOC methods were implemented on digital measurement devices with low
sampling rate [39]. Nevertheless, there is still need to develop a neutron flux
monitoring system, which is capable to work in real-time, and to provide count
rate estimation based on ms long signals.

In case of higher order Campbelling, the online capability would mean that
the higher order sums (introduced in Eq. (4.3)) are computed and the cumulants
are estimated in real-time, while recording the signal. Therefore, the development
of a prototype board, which implements the higher order Campbelling technique
and the self-monitoring capability in real-time was started.

This chapter summarizes Paper VII, which covers the implementation of the
real-time higher order Campbelling method on a the prototype measurement
board. The requirements of an online neutron monitoring system, and the chal-
lenges of the implementation are summarized, and finally some of the experimen-
tal results are highlighted.

6.1 Requirements of real-time measurements and
hardware selection

A recent trend to combine field-programmable gate arrays (FPGA) with embed-
ded microprocessors and related peripherals in order to create a system on a
programmable chip (SoC), made the development of digital measurement systems
simpler and affordable. Currently several such systems are available on the market
with varying complexity.

For the work the Red-Pitaya board [45] was chosen. The Red-Pitaya board was
created in order to provide a customizable measurement system. The board comes
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with a large amount of open source examples and tutorials, in order to facilitate
implementing new modules. Its low price and a relatively large user community
makes it an adequate tool to build a prototype system.

The requirements to build a real-time fission chamber signal processing sys-
tem (and the characteristics of the board in relation to the requirements) are the
following:

Requirement Red-Pitaya
Capability to convert and process the signal
at the output of the available pre-amplifier
which is typically a voltage between -10 V
and 10 V.

Board provides two mea-
surement ranges through
jumper positions: ±0.6 V
and ±16 V.

High sampling frequency in order to resolve
the signal consisting of pulses with a width
of a few tens of nanoseconds.

Board hosts ADC with
125 MHz sampling

Real-time computation of the first, second
and third order sums of the signal.

FPGA on board

Ability to process a large amount of data
in real-time (given that a time window of a
few ms has to be applied for accurate esti-
mations).

FPGA on board

The Red-Pitaya board is built around a Xilinx Zync 7010 SoC which embeds
an FPGA and a dual core Arm CPU. It hosts two Analog-to-Digital Converters
(ADC) and two Digital-to-Analog Converters (DAC) which are directly connected
to the FPGA. The ADCs have a sampling frequency of 125 MHz and a resolution
of 14 bits. The board provides two measurement ranges through jumper positions:
±0.6 V and ±16 V. The great advantage of the FPGA is the possibility to design a
circuit, which allows to process the data on-line, therefore reducing the time, and
the memory storage needs for heavy computations. This makes FPGAs ideal to
perform simple computing patterns on a vast amount of data in real-time. These
characteristics of the Red-Pitaya fulfill all the above stated requirements to develop
an online neutron monitoring system: the board is able to process the signal at the
pre-amplifier output (which is ±10 V for the pre-amplifier applied in this work), to
resolve the fission chamber pulses (with a length of few tens of ns), and to perform
the real-time processing of a large amount of data.

6.2 Implementation of HOC

The main task of the system is to evaluate the third order cumulant estimator k3
(Eq. (4.4)), which involves the computations of the sums S1, S2 and S3 (Eq. (4.3)).
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Figure 6.1: Pipeline diagram to realize sum computation.

The most time consuming task is to compute these sums, since the higher order
power of each signal sample is required in real-time. On the other hand, the further
operations to compute the estimator k3 based on the sums, has to be done only
once at the end of each measurement window.

The real-time computation of the sum terms was realized on the FPGA (hence
there is no need to store the sampled signal values), and, after the transfer of the
sums to the CPU of the Red-Pitaya board, the final operations to compute the
cumulant estimator were performed by a control software running on the CPU.

Although the computation of the sums may seem trivial, the FPGA introduces
two constraints, since it is not possible to use procedural programming at the
hardware level. The constraints, which have to be taken into account are the
following: first, only one operand can be used in an operation, and second, every
operation in an algorithmic block is performed in parallel during a clock tick, and
their results will be available at the end of the clock tick. For example, to compute
the sum of the third order powers of the signal, one first needs to compute the
second order power of the signal. This cannot be done in the same clock tick
(for the operation x · x · x, the result of x · x is needed, for which the result is
not available immediately). Therefore, the computation of the powers and the
sums have to be pipelined over several clock ticks. Fig. 6.1 illustrates the pipeline
diagram of the computation of the sums.

A value measured by the ADC will be available for operations only in the
following clock tick. Then, the FPGA is able to compute its square, and also the
actual value of the first order sum can be evaluated. But the third power of the
value and the second order sum can be computed only in the next clock tick.
After the third power is available, the actual value of the third order sum can be
computed during the following tick.
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This introduces several inconveniences at the transfer of the sums, since they
are not available at the same clock tick, but ideally the transfer should happen at
the same time. By that time, the recording of the next time window (containing
the next N samples) has to begin in order to sustain continuous operation. The
solution to these issues and the implementation of the precise data transfer is
detailed in Paper VII.

6.3 Implementation of the smart detector module

To realize the self-monitoring system, which was named as the smart detector
module, the FPGA recorded the raw signal values provided by the ADC. The
raw signal was transferred then to the CPU of the board, and the complex data
processing, such as computing the PSD and determining its width, was done on
the CPU.

This solution is relatively slow (due to the large amount of data transfer), but
as it was shown in the previous chapter, the time is not crucial for self-monitoring.

6.4 Experimental results

After various laboratory tests of the device (detailed in Paper VII), a measurement
campaign at the MINERVE reactor was dedicated to test the reliability of the
measurement prototype. During the measurements, two different types of fission
chambers were used: a CFUL01 chamber (considered as the reference chamber
for the previous chapters), and a CFUR chamber, which is a smaller chamber
and contains only 10µg uranium. For the sake consistency with the cases earlier
discussed in this thesis, here only some results related to the CFUL01 chamber are
highlighted.

6.4.1 Higher order Campbelling results

During the measurement campaign, there was no opportunity to perform a tran-
sient measurement, hence the real time operation was tested at stationary power
levels. Fig. 6.2 presents an example for the real time operation at 40 W reactor
power. The third order cumulant was estimated at every 33 ms during almost a
minute. The prototype performed well during the online measurement (the uncer-
tainty of the estimation is due to the random errors, and the standard deviation of
the mean of the estimated cumulant was less then 0.6 % with this time window).

In order to verify the linear behavior of the system, the third order cumulant
has been estimated at reactor powers between 10 W and 80 W with the CFUL01,
based on 33 ms time windows.
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Figure 6.2: Real time cumulant measurement.

Figure 6.3: Cumulant estimation by the prototype device.

With the ±16 V input range the whole power range of the reactor was covered.
The obtained cumulant estimations are presented in Fig. 6.3. The measured third
order cumulant shows linearity with the reactor power. The departure from
linearity is lower than 1.6 %.

6.4.2 Smart detector results

The previous chapter investigated the PSD change due to the loss of filling gas
pressure. The experimental investigation of the pressure loss requires a fission
chamber with variable filling gas pressure or a fission chamber which is already
malfunctioning. In our measurements neither of these were available. Therefore
a variable parameter, which has similar impact on the pulse width, had to be
identified.

As Fig. 6.4 shows (the plotted values are obtained by pyFC simulations), the
increase in the voltage between the electrodes has a similar impact on the pulse
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Figure 6.4: Simulated results of the pulse width vs the voltage and the gas pressure.

width as the decrease of the filling gas pressure. Since the voltage can be modified
during the measurement, the PSD width was investigated at a constant reactor
power of 20 W with the voltage changed between 600 V and 850 V (the CFUL01
chamber works in the saturation regime in this voltage range).

For each voltage, the PSD was calculated by averaging 4000 spectral densities
of 0.52 ms long signals (i.e. the final PSD was based on a total measurement
time of 2 seconds). With this signal length the uncertainty of the PSD already
allowed to distinguish the change in the spectral width related to a change of 50 V.
The measured PSD is shown in Fig. 6.5a, and the computed width is available
in Fig. 6.5b. The small oscillation on the spectra is an artifact of the cable in the
measurement.

Nevertheless, due to the slow data transfer between the FPGA and the CPU,
the processing of this amount of data takes a few minutes (in this case the whole
measured signal has to be transferred to the CPU). This means that the self-
monitoring can be performed in every 2-3 minutes with the prototype.

The measurements with the prototype system proved the concept of the real-
time self-monitoring capability based on the width of the PSD of fission chamber
signals. However, by applying better performing devices, the time needed to
measure the PSD width can be significantly reduced in the future.
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(a) Measured PSD.

(b) Measured PSD width vs voltage.

Figure 6.5: Experimental results of the smart detector module.
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CHAPTER 7

Concluding remarks

In this thesis three main areas were touched on: the limitations of the traditionally
used fission chamber signal processing modes, the applicability of the higher order
Campbell methods, and the self-monitoring capability of neutron monitoring
systems. Here some of the conclusions are summarized, and also some further
possible steps are mentioned.

• Concerning the traditional processing methods, sufficient overlap of the
working regime of the pulse and Campbelling mode requires short pulse
length. This could be achieved by increasing the nitrogen content in the
filling gas. However, the nitrogen molecules disappear under irradiation at
high temperature. Therefore, for applications such as Sodium cooled Fast
Reactors, the development of the processing method is favored instead of
changing the chamber design.

• By applying higher order Campbelling methods, it is possible to suppress
the impact of the noise, the gamma (from the reactor) and the alpha (from the
fissile deposit) background radiation. These methods provide an accurate
count rate estimation at a wide count rate range. Nevertheless, the random
uncertainties increase with the order of the method, and at really high count
rates (above 109 s−1) the random errors tend to overcome the benefits of
the method. Hence, the application of higher than third order methods is
not feasible, nonetheless the even higher order methods do not provide
significant advantages. With the use of third order mode, the real-time
measurement can be based on a few ms long samples, which is sufficient to
achieve real time monitoring. It was shown that the third order mode may
work even at really low count rates (such as 103 s−1), but for that it requires
a measurement length of a few seconds (nevertheless, the traditional pulse
mode has the same drawback).

• The experimental calibration of the third order method is possible through
investigating the pulse shape and the amplitude distribution of the pulses,
therefore the count rate of the fission chamber signal can be estimated. But, at
the moment the calibration is done off-line (by post-processing the recorded
signal). This may be problematic, since the system measuring the third
order cumulant is not necessarily capable of recording the signal. Therefore
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the signal recording may be done with a separate system, which can have
a different transfer function. A possible way to overcome this issue is to
perform an empirical calibration, where the count rate is estimated with
pulse counting techniques and compared to the measured cumulant. Such a
calibration would not be plausible for the traditional Campbelling method,
due to the linearity gap between the pulse counting methods and the second
order Campbelling.

• In case the fission chamber is malfunctioning (for example the filling gas
leaks through a crack), it is possible to detect this change from the PSD of the
fission chamber signal. In order to achieve a low uncertainty on the spectral
width measurements, a few seconds long samples are needed. Nevertheless,
the estimated characteristic time for a filling gas pressure loss is in the order
of magnitude of minutes, hence the early detection of malfunction is possible.

• Based on FPGAs the implementation of the third order Campbell mode
for real time application is feasible. Using a relatively simple electronics
device, which features an ADC, a CPU and an FPGA on board, a prototype
measurement system was built and tested. The device proved the reliability
and robustness of the concept. However, for the future industrial use, a
better performing board may be favorable. It has to be highlighted again
that the main drawback of the third order Campbell mode and of the device
is the relatively challenging calibration. In order to perform the calibration,
the developed device was capable to record the raw signal, which increased
the complexity of the implementation. The calibration had to be done in the
post-processing phase. As a further step an automatic, online calibration
procedure is under development.

• Since the cumulant estimation was realized by pipelining the measured data
through several clock cycles, the data transfer between the FPGA and the
CPU is fast. On the contrary, for the self-monitoring module the device had
to transfer larger amount of data between the FPGA and the CPU, therefore
the PSD width measurement was possible only in every few minutes. This is
already a remarkable achievement in regular monitoring, but with the use
of higher performance devices in the future, this time can be significantly
reduced.

• Fission chambers have some technological uncertainties (the size of the
electrodes, the applied voltage, the nitrogen content of the filling gas, etc.). In
the future, the impact of these uncertainties on the current pulses generated
in the fission chamber will be investigated with the pyFC tool.
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Jóska is such a real Hungarian, he helped me a lot not to feel homesick.
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a b s t r a c t

This paper reports on theoretical investigations of the stochastic properties of the signal series of
ionisation chambers, in particular fission chambers. First, a simple and transparent derivation is given of
the higher order moments of the random detector signal for incoming pulses with a non-homogeneous
Poisson distribution and random pulse heights and arbitrary shape. Exact relationships are derived for the
higher order moments of the detector signal, which constitute a generalisation of the so-called higher
order Campbelling techniques. The probability distribution of the number of time points when the signal
exceeds a certain level is also derived. Then, a few simple pulse shapes and amplitude distributions are
selected as idealised models of the detector signals. Assuming that the incoming particles form a
homogeneous Poisson process, explicit expressions are given for the higher order moments of the signal
and the number of level crossings in a given time interval for the selected pulse shapes.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

The recent interest in new reactor systems and in many other
fields drew an increased attention to the development of neutron
detectors which are particularly suitable for deployment in such
systems, especially to the technical improvement of the fission
chambers. The fission chamber is an ionisation chamber in which
the electron–ion pairs are generated by fission fragments in the
gaseous volume of the detector. These electron–ion pairs are collected
to form a detector pulse of a certain shape, and the detector signal
consists of a random sum of such pulse shapes, induced by the
random primary events (impinging neutrons inducing fission).

Fission chambers have certain advantages over other type of
detectors which are suitable for in-core neutron measurements [1,2].
One is that they have a large dynamic range, i.e. they can be used in
both low, medium and high neutron fluxes. Unlike other detectors
which can operate only either in pulse or current mode, fission
chambers can be operated in both. At low neutron intensities, the
fissions generate individual current signals, i.e. pulses, that are
generally separated and can be counted with a given efficiency. At
increasing neutron intensities, the pulses tend to overlap, which
finally forms a randomly fluctuating continuous current. The expec-
tation of this fluctuating signal, that is the direct current, is propor-
tional to the neutron flux, which is the main quantity of interest.

Under the conditions that the continuous signal is formed as the
superposition of constant pulse shapes induced by independent

incoming events, the higher order moments inclusive the semiinvar-
iants of the fluctuating signal are also proportional to the intensity of
the primary incoming neutrons, and hence to the neutron flux. This
is expressed by the so-called Campbell theorem [3,4], which shows
the relationship of the first twomoments of the detector signal to the
primary event intensity in the form

EfηðtÞÞg ¼ s0

Z þ1

�1
f ðtÞ dt and D2fηðtÞg ¼ s0

Z þ1

�1
f ðtÞ2 dt: ð1Þ

Here the random process ηðtÞ represents the fluctuating detector
signal, which consists of a random sum of deterministic current
signals f(t) created according a homogenous Poisson process with
intensity s0.

Eq. (1) shows the second advantage of fission chambers in that
instead of the first moment, the variance can also be used to
estimate the neutron flux (which is also called “Campbelling
techniques” or “Campbell-technique”). Then, even if the detector
is sensitive to both neutrons and gamma photons, the gamma
photons will produce less charge in the detector per incoming
particle than the neutrons (through the fission products), and
hence will be represented by a much smaller amplitude of the
corresponding current signal shape f(t). Hence the contribution of
the unwanted minority component, i.e. that of the gamma detec-
tions, can be significantly reduced by the use of Campbelling
techniques. One can extend the relationships (1) even to higher
order moments (semiinvariants), leading to higher order Camp-
belling techniques [5–7], lending the possibility of even further
reduction of the contributions from gamma detection and other
unwanted components such as alpha particles.
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The complete process of neutron detection in a fission chamber,
starting with the fission in the fissile deposit of the detector, the
slowing down and escape of the fission products, the charge
generation, collection and amplification is a complex process. All
elements of this process will influence the pulse shape, the
statistics of the pulse amplitude and finally the statistics of the
detector current fluctuations and hence the form and validity of
the Campbelling techniques. Many elements of this process can be
simulated and modelled with advanced transport codes for
charged particles. Such effects have been investigated by several
authors [1,2,8,9]. The emphasis in these works is that by using the
basic charge transport equations, to calculate both the mean shape
of an individual signal and the mean value of the saturation
current.

These questions are not touched on in the present paper, which
will concentrate on the understanding of the information content
in the temporal randomness of a detector signal composed by a
random sum of pulses of a given fixed shape but with a random
amplitude distribution. No attempt will be made to derive the
signal shapes or the amplitude distributions from calculation from
first principles; rather, two physically reasonable shapes and
amplitude distributions will be postulated and investigated.

As a first step, the higher order Campbelling techniques will be
derived for a non-homogeneous Poisson distribution, with random
pulse height of arbitrary distribution and arbitrary signal shape.
There exist derivations in the literature of the higher order
Campbelling techniques, but these contain unnecessarily compli-
cated and often incorrect calculations. The method used in this
work is the backward form of the integral master equation for the
probability distribution of the detector signal. Exact relationships
will be derived for the higher order moments, which constitute a
generalisation of the higher order Campbelling methods.
These will, among others, reproduce the results published by
Lux and Baranyai [5,6] and by Bärs in 1989 [7] in a simple and
transparent way.

In addition to the moments of the signal, the number of cases
when the signal is higher than a given level in a given time interval
also gives information on the intensity of the primary events, and
hence on the neutron flux. Such a measurement on a continuous
signal show similarities with measurements in the pulse mode.
Because of its information content, the intensity of events when
the signal exceeds a certain level is also derived.

Although, as it will be seen, the higher order Campbelling
techniques state that all higher order moments are proportional to
the intensity of the incoming particles, the proportionality factor is
a function of the signal shape and the amplitude distribution of
the pulses. Hence, insight can be gained on the performance of the
Campbelling techniques if explicit analytical results are available
for some concrete characteristic pulse shapes and amplitude
distributions. To this end, a few simple pulse shapes and ampli-
tude distributions are selected as idealised models of the detector
signals. Assuming that the incoming particles form a homoge-
neous Poisson process, explicit expressions are given for the
higher order moments of the signal and the intensity of level
crossings for the selected pulse shapes. The results for the different
pulse shapes and amplitude distributions can be compared.

Regarding the analytical work, some of the calculations require
extensive derivations. Apart from the derivation of the generalised
higher order Campbell relations, which will be given in detail, in
the concrete calculations with selected pulse shapes and ampli-
tude distributions, most of the details of the calculations were
omitted. Details of the derivations are described in a Chalmers
internal report, available electronically [10] where even other
pulse shapes are considered.

It can also be mentioned that regarding the assumption of
independent primary incoming events, which are essential in the

derivation of the Campbell theorems, can be relaxed. The treat-
ment used in this paper can be extended to the case when
detection events are related to neutrons arising in branching
processes in a multiplying medium, and which hence are not
independent events. The results of this extension will be published
in a later communication [11].

2. General theory

2.1. Signal probability distribution

The objective of this work is to determine the probability
distribution function of the sum of random response signals of
randomly appearing particles in a simple detector model. We
assume that the number of incoming particles within a given time
period follows an inhomogeneous Poisson distribution, and that
the detector counts all arriving particles. Also, the random
response signals related to different particles are considered to
be independent and identically distributed. Likewise, the question
of correlated detection events, induced by incoming neutrons
generated in a branching process, will be treated in a forthcoming
publication.

The basic quantity, the “building brick” of the stochastic model
of the detector signal is the current (or voltage) pulse form
generated by each incoming particle arriving to the detector. This
pulse shape can be considered as the response function of the
detector. As mentioned, due to the statistical properties of the
generation of such a pulse from the underlying physical processes,
which also contain random elements, this response pulse form
cannot be given by a deterministic function f(t). In the general case
it is described by a function φðξ; tÞ which depends on the possible
realisations of a random variable ξ. The continuously arriving
particles generate the detector current as the aggregate of such
response function current signals, each related to a different
realisation of ξ.

In the treatment that follows we will restrict the study to cases
in which the dependence of φðξ; tÞ on its arguments is factorised
into a form φðξ; tÞ ¼ aðξÞf ðtÞwhere a is the random amplitude of the
pulse and f(t) is the pulse shape. Although this assumption
restricts somewhat the generality of the description, it will lead
to a formalism which, for several basic signal shapes f(t) is
amenable to an analytical treatment, while still representing a
realistic model of the detector signal. For signal shapes that are
constant or monotonically decreasing for t40 (square and expo-
nential) ξ will be the (random) initial value of the response signal.
For other, non-monotonically varying signal shape it can be
identified with a given parameter of the signal pulse. We assume
that ξAR, where R is the set of real numbers, and it has a finite
expected value and variance.

The derivation of the main quantity of interest, the probability
density of the stochastic signal ηðtÞ at time t, given that at time t¼0
it was zero, needs the following definitions and considerations. We
assume that the sequence of particle arrivals constitutes an
inhomogeneous Poisson process. In this case the probability that
no particle arrives at the detector during the time interval
½t0; t�; tZt0 is given by

Tðt0; tÞ ¼ exp �
Z t

t0
s0ðt0Þ dt0

� �
: ð2:1Þ

Here s0ðtÞ is the intensity of the particle arrivals at time t. Each
particle will induce a pulse with shape f(t) and a realisation x of
the random amplitude ξ. The cumulative probability distribution
and the probability density of the amplitude distribution are
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described by the functions W(x) and w(x), respectively, as

Pfξrxg �WðxÞ ¼
Z x

�1
wðx0Þ dx0 ð2:2Þ

The probability that the value of the response at time t after the
arrival of one single particle is not greater than y is given by the
degenerate distribution function

Hðy; tÞ ¼
Z þ1

�1
Δ½y�φðx; tÞ�wðxÞ dx: ð2:3Þ

where ΔðxÞ is the unit step function. The probability density
function hðy; tÞ of Hðy; tÞ is given as

hðy; tÞ ¼
Z þ1

�1
δ½y�φðx; tÞ�wðxÞ dx: ð2:4Þ

Denoting the sum of the signals at tZt0 as ηðtÞ, we shall seek
the probability of the event that ηðtÞ is less than or equal to y with
the condition that its value was zero at t0, i.e. the quantity

PfηðtÞryjηðt0Þ ¼ 0g ¼ Pðy; tj0; t0Þ ¼
Z y

�1
pðy0; tj0; t0Þ dy0: ð2:5Þ

Straightforward considerations yield the following backward-type
integral Chapman–Kolmogorov equation for the probability
density function pðy; tj0; t0Þ:

pðy; tj0; t0Þ ¼ Tðt0; tÞδðyÞþ
Z t

t0
Tðt0; t0Þs0ðt0Þ

Z y

�1
hðy0; t�t0Þpðy�y0; tj0; t0Þ dy0 dt0:

ð2:6Þ
The r.h.s. of Eq. (2.6) consists of the sum of the probabilities of the
mutually exclusive events that there will not, or there will be a
first detection sometime between t0 and t, respectively. The
product of the probabilities in the last integral of the second term
is due to the fact that the contribution to the total signal at
terminal time t from the first detection at time t0 is independent
from that of the subsequent detections between t0 and t.

Eq. (2.6) shows that the probability density of the detector
signal induced by the aggregate of pulses, generated by the
sequence of incoming particles with an inhomogeneous Poisson
distribution “source induced distribution”, is expressed by the
probability density of the detector signal induced by one single
particle (“single-particle induced distribution”), in form of a
convolution. In this respect it is a complete analogue of the
backward master equation of neutron multiplication, connecting
the source induced distribution with the single-particle distribu-
tion (the “Sevast'yanov formula” [12]; in many papers it is called
the “Bartlett formula”). The arguments used in the derivation are
also essentially the same in both cases.

As is known, in the case of the “Sevast'yanov formula”, turning
the probability balance equation for the discrete random variable
representing the neutron number into an equation for the prob-
ability generation functions of the source and single-particle
induced distributions, the arising equation can be solved by
quadrature. This means that the sought source-induced generating
function can be expressed as an exponential integral of the single-
particle induced generating function and the source intensity.
Hence, once the single-particle generation function, or at least
its moments are known, the source-induced distribution (or its
moments) can be obtained by integration, without solving any
further equations.

It will be seen that the same is true for the master equation
(2.6), if the characteristic functions of the source-induced and the
single-particle induced distributions are introduced. One differ-
ence compared to the neutron number distribution is that for this
latter, the single-particle induced distribution is not given in
advance, rather it is obtained as the solution of the master
equation of the branching process. However, the moments of the
single induced distribution have a very simple form, and moreover

the first moment serves as the Green's function of the higher order
moments. For the detector signal in our case, the single-particle
induced distribution will be given in advance and hence known
(through the model signal shapes and their amplitude distribu-
tions that we shall define); in turn these will be more complicated
than in the case of the neutron transport and the arising integrals
will be considerably more complicated to perform.

For continuous random variables that can take also negative
values (which we shall assume for generality in this Section), the
characteristic functions are defined by the Fourier transform in the
signal value variable. Hence, the characteristic functions π and χ of
p and h, respectively, are defined as

πðω; tj0; t0Þ ¼
Z þ1

�1
eıωypðy; tj0; t0Þ dy ð2:7Þ

and

χðω; tÞ ¼
Z þ1

�1
eıωyhðy; tÞ dy

¼
Z þ1

�1

Z þ1

�1
eıωyδ½y�φðx; tÞ� dy wðxÞ dx

¼
Z þ1

�1
eıωφðx;tÞwðxÞ dx: ð2:8Þ

Then, from Eq. (2.6) one obtains

πðω; tj0; t0Þ ¼ Tðt0; tÞþ
Z t

t0
Tðt0; t0Þs0ðt0Þχðω; t�t0Þπðω; tj0; t0Þ dt0:

ð2:9Þ

From this integral equation it is seen that

lim
t↓t0

πðω; tj0; t0Þ ¼ 1: ð2:10Þ

Derivation w.r.t. t0 leads to the differential equation

∂πðω; tj0; t0Þ
∂t0

¼ s0ðt0Þπðω; t 0; t0Þ½1�χðω; t�t0Þ�
�� ð2:11Þ

Accounting for the initial condition (2.10), the solution of (2.11) can
be written as

πðω; tj0; t0Þ ¼ exp �
Z t� t0

0
s0ðt�t0Þ½1�χðω; t0Þ� dt0

� �
ð2:12Þ

where χðω; t0Þ is defined in (2.8). Eq. (2.12) can be considered to be
the characteristic function of the generalised non-homogeneous
Poisson-process. Again, a close analogue is seen with the similar
expression for the neutron multiplication process.

If the particle arrivals correspond to a homogeneous Poisson
process with constant intensity s0, then the characteristic function
πðω; þ1j0; �1Þ is given by

πðω; þ1j0; �1Þ¼ πstðωÞ ¼ exp �s0

Z þ1

�1
½1�χðω; tÞ� dt

� �
ð2:13Þ

if the integral on the r.h.s. exists. Hence there exists an asympto-
tically stationary signal level ηðstÞ, with the probability density
function

πstðyÞ ¼L�1fπstðωÞg: ð2:14Þ

For the subsequent calculations it is also practical to introduce the
logarithm γstðωÞ of the characteristic function (2.13), i.e.

γstðωÞ ¼ ln πstðωÞ ¼ s0

Z þ1

�1
½χðω; tÞ�1� dt: ð2:15Þ
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2.2. Expectation, variance and cumulants

From (2.15) the expectation of the stationary signal ηðstÞ can be
easily calculated as

E ηðstÞ
� �¼ iðstÞ1 ¼ 1

ı
dγstðωÞ
dω

� �
ω ¼ 0

¼ s0

Z þ1

�1

Z þ1

�1
φðx; tÞwðxÞ dx

� �
dt

ð2:16Þ
and its variance as

D2 ηðstÞ
� �¼ σ2st ¼ � d2γstðωÞ

dω2

" #
ω ¼ 0

¼ s0

Z þ1

�1

Z þ1

�1
φðx; tÞ2wðxÞ dx

� �
dt:

ð2:17Þ
If the value of the signal amplitude ξ is always unity, that is
wðxÞ ¼ δðx�1Þ, then (2.16) and (2.17) revert to the expressions of
the Campbell's theorem, (1), in the form

EfηðstÞg ¼ s0

Z þ1

�1
f ðtÞ dt ð2:18Þ

and

D2fηðstÞg ¼ s0

Z þ1

�1
f ðtÞ2 dt ð2:19Þ

with f ðtÞ ¼ φð1; tÞ. After proper calibration, both of these forms are
suitable to determine the particle intensity s0.

As is known [13], the cumulants or semiinvariants κðstÞn of ηðstÞ,
which can be expressed by the moments of ηðstÞ, can be derived
from the logarithmic characteristic function γstðωÞ through the
formula:

κðstÞn ¼ 1
ın

dnγstðωÞ
dωn

� �
ω ¼ 0

¼ s0

Z þ1

�1

Z þ1

�1
φðx; tÞnwðxÞ dx

� �
dt:

This way one immediately arrives at the results referred to in the
literature as higher order Campbell techniques [5,6]. It is readily
seen that all cumulants are linearly proportional to the intensity s0.
A few cumulants are given below for illustration.

κðstÞ1 ¼ iðstÞ1 ;

κðstÞ2 ¼ iðstÞ2 �ðiðstÞ1 Þ2;
κðstÞ3 ¼ iðstÞ3 �3iðstÞ2 iðstÞ1 þðiðstÞ1 Þ3;
κðstÞ4 ¼ iðstÞ4 �4iðstÞ3 iðstÞ1 �3ðiðstÞ2 Þ2þ12iðstÞ2 ðiðstÞ1 Þ2�6ðiðstÞ1 Þ4

where

iðstÞn ¼ EfðηðstÞÞng; n¼ 1;2;… :

2.3. Definition of the selected pulse shapes

In the rest of the paper we will only deal with processes of the
form φðx; tÞ ¼ x f ðtÞ where f(t) is a deterministic signal function. We
will also assume that the realisations x of the random variable ξ, as
well as the signal function f(t) itself take only non-negative real
values. The signal forms considered all start with a jump, i.e. at
time t¼0, f(t) jumps from zero to its maximum (equal to x),
whereafter f(t) will either monotonically decrease or remain
constant during a period, after which it jumps back to zero. For
the total detector signal, this means that the arrival of a particle to
the detector incurs a jump of the signal level with the value x.

Since the detector signals are now non-negative, the Fourier
transforms of the previous formulae will be replaced by Laplace
transforms. Thus we shall consider the Laplace-transform of the
density function pðy; tj0; t0Þ, defined in (2.5) as

~pðs; tj0; t0Þ ¼
Z 1

0
e� sypðy; tj0; t0Þ dy ð2:20Þ

as the characteristic function. Introducing the transforms

~hðs; tÞ ¼
Z 1

0
e� syhðy; tÞ dy and ~wðsÞ ¼

Z 1

0
e� sxwðxÞ dx ð2:21Þ

from (2.12) we obtain

~pðs; tj0; t0Þ ¼ exp �
Z t� t0

0
s0ðt�t0Þ½1� ~hðs; t0Þ� dt0

� �
ð2:22Þ

where ~hðs; t0Þ is defined as

~hðs; t0Þ ¼
Z 1

0
expf�s f ðt0ÞxÞgwðxÞ dx¼ ~w½sf ðt0Þ�: ð2:23Þ

To simplify the further considerations let us choose

s0ðt�t0Þ ¼ s0 and t0 ¼ 0

and use the notation

~pðs; tj0;0Þ ¼ ~pðs; tÞ: ð2:24Þ
From Eq. (2.22) one immediately obtains

~pðs; tÞ ¼ exp �s0

Z t

0
½1� ~hðs; t0Þ� dt0

� �
¼ exp �s0

Z t

0
f1� ~w½sf ðt0Þ�g dt0

� �
:

ð2:25Þ
As in the previous case, the Laplace transform of the stationary
case is defined by the Laplace-transform

lim
t-1

~pðs; tÞ ¼ ~pstðsÞ ¼ exp �s0

Z 1

0
½1� ~hðs; tÞ� dt

� �

¼ exp �s0

Z 1

0
f1� ~w½sf ðtÞ�g dt

� �
ð2:26Þ

provided that the integral exists. From this it follows that there
exists an asymptotically stationary signal level ηðstÞ with the
density function

pstðyÞ ¼L�1f ~pstðsÞg: ð2:27Þ
In this case too, for the determination of the cumulants it is
practical to use the logarithm of the Laplace-transform ~pstðsÞ of the
density function pst(y):

~gstðsÞ ¼ ln ~pstðsÞ ¼ s0

Z 1

0
½ ~hðs; tÞ�1� dt ð2:28Þ

where

~hðs; tÞ ¼ ~w½sf ðtÞ�:

2.4. Level crossing intensity

The intensity nst(V) of the events when the signal level jumps
above a certain level V from a value yrV is a measurable quantity.
The level V is usually called the threshold. Since it also contains
information about the intensity of the incoming particle events, it
is interesting to derive expressions for it. In the stationary case, it
can be written in the following form:

nstðVÞ ¼ s0

Z V

0
pstðyÞ½1�WðV�yÞ� dy ð2:29Þ

whose Laplace-transform is given as

~nstðsÞ ¼ s0
1� ~wðsÞ

s
~pstðsÞ: ð2:30Þ

The expression for nst(V) in (2.29) consists of the product of the
intensity of the particle arrivals and the probability that the signal
level y is under the threshold V and the amplitude of the induced
pulse is larger than V�y. Since these two latter events are
independent, their probabilities are multiplied, and one has to
integrate for all values of y between zero and the threshold.

It can be expected that nst(V) is small for high threshold values,
since the density function pst(y) is close to zero for such cases.
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For small threshold values, the behaviour of nst(V) will sensitively
depend on both the intensity of the incoming particles, as well as
on the signal shape. For high intensities, nst(V) will be small for low
threshold values. In most cases the intensity has a maximum at a
threshold value Vmax. The knowledge of this quantity can be useful
when trying to eliminate by thresholding the background noise
which contaminates the useful signal. The reduction of this
component can only be achieved by using a threshold greater
than the threshold Vmax, corresponding to the maximum of the
intensity nst(V).

In many cases the value of the jump ξ can be assumed to be
constant, i.e.

P ξrx
� �¼WðxÞ ¼ Δ x�1

μ

	 

ð2:31Þ

hence one has

nstðVÞ ¼ s0½PstðVÞ�PstðV�1=μÞ� ð2:32Þ

sinceZ V

0
pstðyÞΔ V�y�1

μ

	 

dy¼

Z V �1=μ

0
pstðyÞ dy¼ PstðV�1=μÞ:

It will be seen that in the case of a constant jump, the determina-
tion of the density function pst(y) from the Laplace-transform ~pstðsÞ
is not an easy task. The problems encountered will be shown for
the pulse shape f ðtÞ ¼ e�αt .

In order to study the characteristics of the detector signal
functions in more detail, in the next section we perform detailed
calculations for a few selected pulse shapes f(t).

3. Results for concrete cases

3.1. Rectangular pulses

In this case the particles, arriving at the detector according to a
Poisson process, generate a signal with a constant width T0 and
random height ξ. Two different realisations of such a pulse are
shown in Fig. 1. For simplicity, an exponential distribution of the
amplitudes will be assumed, i.e.

Pfξrxg ¼WðxÞ ¼ 1�e�μx: ð3:1Þ

where 1=μ is expectation of the starting amplitude of a single
signal. Since

f ðtÞ ¼ ΔðT0�tÞ ð3:2Þ

from (2.25) one obtains

~pðs; tÞ ¼ exp �s0

Z t

0

sΔðT0�t0Þ
sΔðT0�t0Þþμ

� �
dt0: ð3:3Þ

The integral in (3.3) can be performed analytically, leading to

~pðs; tÞ ¼
exp s0t

μ

sþμ
�1

	 
� �
if trT0

exp s0T0
μ

sþμ
�1

	 
� �
if t4T0:

8>>><
>>>:

ð3:4Þ

The resulting expressions can be inverted analytically, yielding the
result as

pðy; tÞ ¼
e� s0t e�μy δðyÞþ

ffiffiffiffiffiffiffiffiffiffi
s0tμ
y

r
I1ð2

ffiffiffiffiffiffiffiffiffiffiffiffi
s0tμy

p Þ
� �

if trT0

e� s0T0 e�μy δðyÞþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
s0T0μ

y

r
I1ð2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0T0μy

p
Þ

� �
if t4T0

8>>><
>>>:

ð3:5Þ
where I1ðxÞ is the modified Bessel function of order one. It is worth
noting that pðy; tÞ converges rather fast to the asymptotically
stationary density function pst(y) with increasing t. As the second
part of (3.5) shows, the sum of the individual signals of particles
arriving according to a homogeneous Poisson process with inten-
sity s0 has a stationary distribution already for t4T0.

From the Laplace transform (3.4) we can get immediately the
expected value of the sum of detector pulses at time t as

E ηðtÞ� �¼ � ∂ ln ~pðs; tÞ
∂s

� �
s ¼ 0

¼ s0
μ
½tΔðT0�tÞþT0Δðt�T0Þ� ð3:6Þ

and its variance as

D2 ηðtÞ� �¼ ∂2 ln ~pðs; tÞ
∂s2

� �
s ¼ 0

¼ 2
s0
μ2
½tΔðT0�tÞþT0Δðt�T0Þ�: ð3:7Þ

It is also worth noting that the Fano factor (variance to mean) for
this case is equal to

F ¼ 2
μ

ð3:8Þ

where 1=μ is the expected value of the pulse jump. It is seen that
the Fano factor does not depend on time.

For the illustration of the signal level crossing in the
stationary case, we shall calculate the intensity nst(V) of particle
arrivals which induce a jump of the signal from a level yrV to a
signal level higher than V. Fig. 2. shows a possible realisation of
the sum of pulses within a stationary time interval. The dots
mark the particles which induce the jump of the signal level
from a state yrV to above the threshold V. By using Eq. (2.29)
we obtain

nstðVÞ ¼ s0

Z V

þ0
e�μðV �yÞpstðyÞ dy ð3:9Þ

where

pstðyÞ ¼ e� s0T0 e�μy δðyÞþ
ffiffiffiffiffiffiffiffiffiffiffiffi
s0T0μ

y

s
I1ð2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0T0μy

p
Þ

" #
:

x1

x2

T0

Fig. 1. Illustration of the rectangular pulses with random heights.

t

t

V

T0 1, s0 1 0.5

η

Fig. 2. A possible realisation of the sum of signals in an arbitrary time interval.
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From this it follows that

nstðVÞ ¼ s0 e� s0T0 e�μV
Z V

0
δðyÞþ

ffiffiffiffiffiffiffiffiffiffiffiffi
s0T0μ

y

s
I1ð2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0T0μy

p
Þ

" #
dy

¼ s0 e� s0T0 e�μV I0ð2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0T0μV

p
Þ; ð3:10Þ

where I0ðxÞ is the modified Bessel function of order zero.
The dependence of the intensity nst(V) on the threshold V is

shown in Fig. 3 for two different values of μ and at two different
input intensities s0. It is seen how the values of μ and s0 influence
the dependence of the output intensity nst(V) on the threshold
value V.

In order to show the influence of the input intensity s0 on the
output intensity nst(V), in Fig. 4 the dependence of nst(V) on s0 is
plotted for two threshold values V. One concludes that the mean
amplitude 1=μ of the rectangular signal must be chosen very
carefully.

3.2. Exponential pulses

3.2.1. Random amplitude
We will treat now the case when the pulses have an exponen-

tial decay shape

f ðtÞ ¼ e�αt ð3:11Þ

the initial values of which being the realisations of the random
variable ξ. For simplicity, assume again exponential distribution of
the amplitudes as in (3.1). Fig. 5. shows two possible pulses with
α¼2.

The probability density of the signal induced by one particle is
given as

hðy; tÞ ¼
Z 1

0
δðy�xe�αtÞwðxÞ dx ð3:12Þ

whose Laplace transform is obtained (for details, see [10]) as

~hðs; tÞ ¼ μ

μþs e�αt : ð3:13Þ

Using (2.25) yields the Laplace transform of the density function
pðy; tÞ as

~pðs; tÞ ¼ exp �s0

Z t

0
1� μ

μþs e�αv

� �
dv

� �

¼ exp �s0

Z t

0

s e�αv

μþs e�αv dv
� �

: ð3:14Þ

which leads to

~pðs; tÞ ¼ exp
s0
α
ln

μþs e�α1t

μþs

� �
¼ μþs e�αt

μþs

	 
s0=α

: ð3:15Þ

From (3.15) it is also obvious that a stationary density function
exists with the Laplace transform

lim
t-1

~pðs; tÞ ¼ ~pstðsÞ ¼
μ

μþs

	 
s0=α

: ð3:16Þ

Eq. (3.15) can be rewritten as

~pðs; tÞ ¼ 1�ð1�e�αtÞ s
sþμ

� �q
ð3:17Þ

where

q¼ s0
α
40: ð3:18Þ

The inversion of (3.17) will depend on the fact whether q is an
integer number or not. Details of the extensive calculations will be
omitted here, these can be found in Ref. [10].
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If q is not an integer and the following inequality holds

ð1�e�αtÞ s
sþμ

oq;
������

then, (3.17) can be written in the form

~pðs; tÞ ¼ 1þ ∑
1

k ¼ 0
ð�1Þkqðq�1Þ⋯ðq�kþ1Þ

k!
ð1�e�αtÞk s

sþμ

	 
k

:

ð3:19Þ
After considerable algebra, the inversion of (3.19), i.e that of (3.17),
is obtained as

pðy; tÞ ¼ δðyÞ 1þ ∑
1

k ¼ 1

Γð�s0=αþkÞ
Γð�s0=αÞΓðkþ1Þð1�e�αtÞk

" #

�μe�μy ∑
1

k ¼ 1

Γð�s0=αÞþkÞ
Γð�s0=αÞΓðkþ1ÞL

ð1Þ
k�1ðμyÞð1�e�αtÞk; ð3:20Þ

where Lð1Þk�1ðμyÞ is the generalised Laguerre polynomial.
Fig. 6. shows the dependence of the density function pðy; tÞ on

the parameter αt for q¼ s0=α¼ 0:8, for three different signal levels.
It is interesting to note that the density function becomes constant
relatively fast; in the present case the stationary behaviour is
already reached for αt � 5.

If q¼ s0=α is a positive integer, expression (3.19) cannot be
used. One has instead to return to Eq. (3.17) and use the
rearrangement

~pðs; tÞ ¼ 1� ∑
q

k ¼ 1

q

k

	 

ð�1Þk�1ð1�e�αtÞk sk

ðsþμÞk
: ð3:21Þ

From this one obtains

pðy; tÞ ¼ δðyÞ 1� ∑
q

k ¼ 1

q

k

	 

ð�1Þk�1ð1�e�αtÞk

" #

þμe�μy ∑
q

k ¼ 1

q
k

	 

ð�1Þk�1Lð1Þk�1ðμyÞð1�e�αtÞk ð3:22Þ

which does not contain singular Gamma functions. Fig. 7 shows
the dependence of the density function pðy; tÞ on the parameter αt
for q¼ s0=α¼ 2, for three different signal levels. One finds again
that the density function is close to stationary already at αt � 5.

We will now investigate the properties of the stationary signal
sequence. The Laplace transform (3.16) of the density function
pst(y) can easily be inverted. One obtains

pstðyÞ ¼
ðμyÞðs0=αÞ�1

Γðs0=αÞ
e�μyμ ð3:23Þ

which shows that the stationary distribution of the sum of
exponential pulses is given by

PstðyÞ ¼
Z y

0
pstðy0Þ dy0 ¼

Γðs0=αÞ�Γðμy; s0=αÞ
Γðs0=αÞ

ð3:24Þ

in which

Γðμy; s0=αÞ ¼
Z 1

μy

vs0=α�1

Γðs0=αÞ
e�v dv

is the incomplete Gamma function.
Fig. 8 shows a possible realisation of the exponential pulse train

in the stationary state. The dots mark the particles which induce a
jump of the signal level to above the threshold V from a level
under V. By using (2.30) we obtain the Laplace transform

~nstðsÞ ¼ s0
1� ~wðsÞ

s
~pstðsÞ ¼ s0

1
μþs

μ

μþs

	 
s0=α

ð3:25Þ

whose inverse is given as

nstðVÞ ¼ s0
ðμVÞs0=α

Γðs0=αþ1Þ e
�μV : ð3:26Þ

Fig. 9 shows the dependence of the intensity nst(V) on the
threshold V for two different values of the parameter μ. It is seen
that the intensity nst(V) has a distinct maximum at the threshold

Vmax ¼ s0
αμ

:

The knowledge of this maximum could be important for the
design of the detector electronics.

The expectation and the variance, important for practical
applications, will now be calculated for both the non-stationary
and the stationary case. From the logarithm of the Laplace trans-
form (3.15) one obtains

� d ln ~pðs; tÞ
ds

� �
s ¼ 0

¼ E ηðtÞ� �¼

s0
αμ

ð1�e�αtÞ if tr1
s0
αμ

if t ¼1

8>><
>>: ð3:27Þ
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Fig. 6. Dependence of the density function pðy; tÞ on the time parameter αt at three
signal levels and at q¼ s0=α¼ 0:8.

0 1 2 3 4 5
0.0

0.1

0.2

0.3

0.4

D
en

si
ty

s0 2, 1

y 0.3

y 0.2

y 0.1

Time in 1 unitsα

Fig. 7. Dependence of the density function pðy; tÞ on the time parameter αt at three
signal levels for q¼ s0=α¼ 2.

t

t

V

T0 1, s0 10.5

0.5

η

Fig. 8. A possible realisation of the sum of signals in stationary case in an arbitrary
time interval.

L. Pál et al. / Nuclear Instruments and Methods in Physics Research A 763 (2014) 44–5250



and

d2 ln ~pðs; tÞ
ds2

" #
s ¼ 0

¼D2 ηðtÞ� �¼

s0
αμ2

ð1�e�2αtÞ if tr1
s0
αμ2

if t ¼1:

8>><
>>: ð3:28Þ

For illustration, the Fano factor for this case is also given. It reads
as

F ¼

1
μ
ð1þe�αtÞ if tr1

1
μ

if t ¼1:

8>>><
>>>:

ð3:29Þ

3.2.2. Constant amplitude
For more insight, the special case of constant pulse amplitudes,

i.e. when the amplitude probability density function is given as
wðxÞ ¼ δðx�x0Þ, will be calculated. From (3.12) one has

hðy; tÞ ¼ δ½y�x0 e�αt � ð3:30Þ
whose Laplace transform is obtained as

~hðs; tÞ ¼ exp½�s x0 e�αt �: ð3:31Þ
Substituting into (2.26) yields

~pstðsÞ ¼ exp �s0

Z 1

0
½1�exp½�s x0 e�αt �� dt

� �
ð3:32Þ

from which one obtains

~gstðsÞ ¼ ln ~pstðsÞ ¼ s0

Z 1

0
½expð�s x0 e�αtÞ�1� dt: ð3:33Þ

From (3.33), one can immediately determine the expectation and
the variance of ηðstÞ. One obtains

E ηðstÞ
� �¼ s0

x0
α

and D2 ηðstÞ
� �¼ s0

x20
2α

ð3:34Þ

whereas the Fano factor equals F ¼ x0=2.
Fig. 10 shows the time dependence of the stationary current ηðstÞt

of the ionisation chamber, when the current is formed by expo-
nentially decaying pulses of unit initial value. Except for the level
crossing and the random amplitude of the pulses, this figure is
analogous to Fig. 8, but shows a much longer time period of the

process. For this case one has

EfηðstÞt g � 1:35 and D2fηðstÞt g � 0:58:

The inversion of (3.32) is a formidable task, and one way of
performing it will be only outlined here. For the details we refer to
Ref. [10]. With a change of variables the integration can be
performed and (3.32) can be written as

~pstðsÞ ¼ exp �s0
α

Cþ ln x0sþ
Z 1

x0

e� su

u
du

	 
� �
¼
exp � s0

α

R1
x0

e� su

u
du

	 

ðx0 eCsÞs0=α

:

ð3:35Þ
Eq. (3.35) is written in the following, absolute convergent, infinite
series:

~pstðsÞ ¼
1

ðx0 eCÞs0=α
1

ss0=α
þ ∑

1

n ¼ 1
ð�1Þn 1

n!
s0
α

� 
n 1
ss0=α

Z 1

x0

e� su

u
du

	 
n� �
:

ð3:36Þ
After a considerable algebra it can be shown that the inverse
Laplace transform of (3.36) can be given by formula

pstðyÞ ¼
1

ðx0 eCÞs0=αΓðs0=αÞ

ys0=α�1þ ∑
½y=x0�

n ¼ 1

ð�1Þnðs0=αÞn
n!

Z y

n x0
ðy�uÞs0=α�1hnðuÞ du

( )
ð3:37Þ

where ½y=x0� is the largest integer less or equal to y=x0. The
function hnðuÞ is defined by the recursive equation

hnðuÞ ¼
Z u�ðn�1Þx0

x0

hn�1ðu�vÞ
v

dv ð3:38Þ

with the starting function

h1ðuÞ ¼
1
u
Δðu�x0Þ:

The next term is still simple to calculate with the result

h2ðuÞ ¼
Z u�x0

x0

dv
ðu�vÞv¼ 2

ln
u
x0

�1
	 


u
Δðu�2x0Þ ð3:39Þ

However, calculation of the third term already shows that the
complexity of the expressions increase drastically with the order
of the terms:

h3ðuÞ ¼
1
6u

π2þ24 ln
x0

u�2x0
ln

x0
u�x0

�

�12 PolyLog 2;1þ x0
x0�u

� �

þ12 PolyLog 2;
x0

u�x0

� �
þ12 PolyLog 2;2� u

x0

� ��
Δðu�3x0Þ

ð3:40Þ
where

PolyLogðn; xÞ ¼ LinðxÞ ¼ ∑
1

k ¼ 1
xk=kn

is the Jonquièrés function.
The subsequent terms are still possible to calculate with

Mathematica, but they are prohibitively long to reproduce in print.
By using the Mathematica code the dependence of the station-

ary density function pst(x) on x has been calculated in the case of
constant x0 ¼ 1 amplitude for three different s0=α parameter
values. In Fig. 11 one can see that the value of the ratio s0=α
sensitively influences the shape of pst(x). This sensitivity has
to be taken into account by the construction of the detector
electronics.
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4. Conclusions

In this report the theory of the Campbell method and that of
the so-called higher order Campbelling techniques was revisited,
as applied to the signals of ionisation chambers, with the fission
chamber as the main interest of applications. First, a compact
derivation was given of the higher order Campbell relationships for
the case of an incoming particle sequence with a non-homogeneous
Poisson distribution and with arbitrary signal amplitude distributions
and signal shapes. The derivation is based on the integral form of the
backward equation and it shows considerable resemblance to a similar
formula in neutron branching processes, connecting the source-
induced and single-particle induced distributions. For pulse forms
which commence with a jump from zero to a maximum value after
which they decay monotonically or remain constant for some time, a
formula was given for the intensities of crossing a threshold level
from below.

Concrete analytical solutions were given for the full probability
distribution of the signal amplitudes, the first two moments
and the level crossing intensities for two selected signal forms;
a square and an exponential pulse form. In both cases an
exponential amplitude distribution was assumed; for the expo-
nential pulse, also the case of constant amplitude was considered.

In addition to giving insight, these results can also serve for
benchmarking of Monte-Carlo codes. The explicit results pre-
sented in this report can serve to benchmark the accuracy of the
higher order moments of the Monte Carlo simulation results. After
benchmarking against the theoretical results presented in this
papers, such codes can be used to calculate also other pulse forms
(triangular, gamma-distribution-form, etc.) which are not amen-
able for analytical solutions.

It is a pre-requisite of applying the Campbell method that the
particle arrivals to the detector constitute a Poisson process, and
their responses are independent. In reality these conditions are
usually not fulfilled. It appears therefore interesting to extend the
theoretical model calculate the distribution function of the detec-
tor signal if the individual responses are not independent. This
would give a possibility to determine higher order moments of the
statistics of the neutron arrival times to the detector, to be used for
diagnostic purposes. A further open question is whether interac-
tion between the charges generated by the ionising particles, in
the present case by the fission products, can be modelled by
response functions, characterised by independent probability
distributions.
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a b s t r a c t

The signals of fission chambers are traditionally evaluated with Campbelling methods at medium count
rates. Lately there has been a growing interest in the extension of Campbelling methods to cover a wider
range of count rates.

These methods are applied to measure the neutron flux in the stationary state of the reactor. How-
ever, there has not been any attempt to generalize these techniques for transient reactor states. This short
note is devoted to a discussion of this question. It is shown through analytic and numerical calculations
that for practical reasons the traditional, stationary Campbelling methods can be applied for transient
scenarios as well.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

The signals of fission chambers are traditionally evaluated with
different techniques for different count rates: pulse counting at
low count rates, Campbelling methods at medium (105–108 s�1)
count rates and current mode at high count rates. Due to the fast
development of hardware (such as Field Programmable Gate
Arrays), there has been lately a growing interest in the extension
of the Campbelling methods to extend their count rate applic-
ability range. These methods will be implemented in the neutron
flux monitoring system of sodium cooled fast reactors.

The most common application of fission chambers in a core
monitoring system is to measure the neutron flux in the stationary
state of the reactor [1]. As is well known, in such a case, it is
advantageous to use the so-called Campbell relationships. Assuming
that the detector signal ηðtÞ can be described as a filtered Poisson
process or shot noise, (i.e. the signal is formed as the superposition of
constant pulse shapes f(t) with random amplitudes q, induced by
independent incoming events), the cumulants of the signals (i.e. the
measurable quantity) are proportional to the count rate of the
detection events (i.e. the quantity of interest). For the first two
cumulants (or moments) this is expressed by the Campbell theorem.
For a homogeneous, stationary signal ηðtÞ (and ηðstÞ ¼ limt-þ1ηðtÞ),
the general form of the Campbell relationships, including also higher

order cumulants, is given as [2]

κðstÞn ¼ s0〈qn〉
Zþ1

�1

f ðtÞn dt ð1Þ

where κn is the nth order cumulant, s0 is the count rate and q is the
random amplitude of the pulses (related to the collected charge).
Commonly, the methods in which nZ3 are called as higher order
Campbelling methods.

Although Eq. (1) might look as an expression of ergodicity, in
which an ensemble average is replaced by a time average, it is
actually not (although its validity assumes stationarity). Namely,
(1) is not a prescription of the measurement (estimation) of the
cumulants by time averaging; it merely expresses the theore-
tical values of the cumulants, defined by ensemble averaging, by
parameters of the signal itself. Its only use is to show that all
cumulants are proportional to the detection intensity, by also
giving the proportionality factors. It also shows that, theoretically
(with “clean”, noiseless signals), minority (parasitic) components
(such as unwanted contributions from gamma detection events)
can be suppressed by higher order Campbelling methods.

The actual estimation of the stationary values of the cumulants
is indeed based on time averaging methods, which assume ergo-
dicity. These are based on the measured signal ηðtÞ itself and not
on the pulse shape f(t) of the individual detection events:

E η
� �¼ 1

T

ZT
0

ηðtÞ dt ð2Þ
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and

D2 η
� �¼ 1

T

ZT
0

ðηðtÞ�EfηgÞ2 dt; ð3Þ

or rather their discrete forms where the integrals are replaced by
sums over the digitized sampled values of the signal. Due to the
finiteness of the measurement duration T, the estimation proce-
dures (2) and (3) are of course associated with errors. In order to
have a sufficiently small statistical error, the sampling time T must
be long enough.

The question may arise how the accuracy of the estimation
deteriorates in case that the measured neutron flux (i.e. the
intensity of the primary detection events) changes, such as in case
of a transient. It can be alternatively formulated such as how fast a
transient can be detected and followed up with a given accuracy,
or how long time it takes after a step change in the flux (intensity
of the detection events) before the estimate, based on time aver-
aging methods, supplies accurate enough values. This short note is
devoted to the discussion of this question.

2. Ensemble averages

One notices that the deterioration of the estimate in a transient
is due to two independent matters, and the main purpose of this
note is to highlight and discuss these two different phenomena.
The first one is the fact that after a step change of the intensity of
the detection events (sudden increase or decrease of the neutron
flux), it takes time for the detector signal itself to reach its sta-
tionary (asymptotic) value, such that Eq. (1) becomes valid. This
behaviour is a purely theoretical effect, which has nothing to do
with the estimation procedure. Due to the properties of the pro-
cess, for all moments (cumulants), defined by ensemble averages,
it will take time before they reach the stationary state. This tran-
sient is actually a consequence of the non-Markovian character of
the filtered Poisson process: the evolution of the detector signal
from a time instant t0 is not uniquely determined by the value of
the signal at t ¼ t0, but is also a function of all previous detection
events which result in a non-zero contribution to the signal at
time t0. In other words, the transient is due to the memory of the
process. In comparison, for a Markovian process, such as a Poisson
point process, a step change of the event intensity incurs an
immediate step change of all cumulants, since the process has no
memory.

It may be surmized, however, that for the case of fission
chamber signals, the transient period is rather short, since the
filtered Poisson process has a rather short memory. For a pulse
shape with a finite width (length) τ, i.e. if f ðtÞ ¼ 0 for tZτ, the
memory length is equal to τ, since no events for tot0�τ can
influence the signal for t4t0. For an exponentially decaying pulse

shape, the memory is infinite in principle; however, roughly
speaking, for an error less than e.g. 1%, the memory duration can
be taken as the time it takes from the beginning of the pulse until
the signal decreases to 1% of its maximum value. Since in the
Campbelling mode the signal is always assumed to contain a large
number of detection events, a memory whose length is compar-
able with the width of a single pulse will only have a minor effect.

As it was shown in [2], the time-dependence of the theoretical
cumulants after a step change of the detection intensity from zero
to a finite value s0 at t¼0 can be calculated from a Chapman–
Kolmogorov (master) equation, despite of the non-Markovian
property of the process. This is possible only by using the inte-
gral form of the backward master equation with zero initial con-
ditions. This is an enormous strength of the integral backward
master equation, which is the reason why it is the preferred form
of the master equation in the theory of branching processes [3],
even in cases when its use is not necessary.

Qualitative and quantitative results can be given by using the
general theoretical results obtained in [2] for any given pulse
shape f(t) and pulse amplitude distribution (or its expectations
〈qn〉). For illustration, we will choose a normalized damped expo-
nential pulse shape in the form

f ðtÞ ¼ e� t=p1 �e� t=p2R1
0 e� t0=p1 �e� t0=p2

� �
dt0

ð4Þ

which is a fair representation of fission chamber pulses. For the
amplitude distribution, we will choose either a deterministic case
with a constant amplitude q0, or an exponentially distributed
amplitude with a mean equal to μ�1. Using the formulae obtained
in [2], for the first case (constant amplitude) one has

κn½ηðtÞ� ¼ ð�1Þn
dn �s0

R t
0½1�e� sq0 f ðt0 Þ� dt0

� �
dsn

2
4

3
5
s ¼ 0

; ð5Þ

and for the exponentially distributed charge (amplitude) one has

κn½ηðtÞ� ¼ ð�1Þn
dn �s0

R t
0 1� μ

μþ sf ðt0 Þ

h i
dt0

� �
dsn

2
4

3
5
s ¼ 0

ð6Þ

with f(t) given in (4).
The above expressions can be evaluated analytically by using

the symbolic manipulation code Mathematica. Since the anal-
ytic expressions are rather involved, instead of giving these, the
results for a pulse shape defined with Eq. (4) are plotted in Fig. 1
with realistic parameters. The following parameter values were
used: p1 ¼ 20 ns, p2 ¼ 4 ns, q0 ¼ μ�1 ¼ 0:1 pC which defines a
pulse with around 100 ns width and amplitude with μA as order of
magnitude.

Fig. 1a illustrates the function 1�κnðtÞ
κðstÞn

to give an idea about the

convergence time. The results show that the values of the theo-
retical cumulants converge quickly to their stationary values. The

Fig. 1. Convergence of the cumulants to the stationary value. (a) Convergence for several orders ðs0 ¼ 107 s�1Þ. (b) Convergence of sample and temporal moments by
simulation.
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convergence time can be measured in tens of ns, which is com-
parable with the pulse width. Neither the amplitude distribution,
nor the count rate has any impact on the speed of the con-
vergence, which is understandable from the considerations on the
relationship between the convergence time and the pulse width,
discussed previously. The independence of the duration of the
transient from the count rate is also seen from Eqs. (5) and (6)
where it appears as just a constant multiplier.

It is also seen that the higher the order of the cumulant, the
faster the convergence is. This is also understandable if one relates
the convergence time (the duration of the transient) to the time it
takes for the signal to decrease to, say, 1% of its maximum value.
Since in the nth order cumulant the expression f nðtÞ appears, it is
the decay speed of f nðtÞ which determines the time of the tran-
sient. For monotonically decaying signals, the decrease of f nðtÞ to
1% of its maximum value will be the shorter, the larger n is. Hence
it is seen that the use of the higher order cumulants is useful not
only for the suppression of the unwanted minority components,
but also for a shorter transient time of the signal. However, it also
has to be added that this refers to the true value (ensemble
average) of the cumulants. In a measurement, only an estimate of
these can be obtained by time averaging methods, as will be dis-
cussed below, for which such a conclusion cannot be drawn.

Although the quantitative results here refer to a particular
pulse shape, the conclusions will be similar for other pulse shapes.
The quantitative values may differ, but the results will be similar in
the sense that the convergence time will be closely related to the
pulse width.

3. Estimates by time averages

The second circumstance that affects the possibility of deter-
mining the detection intensity by Campbelling techniques, for
transient signals is related to the estimation of the cumulants by
time averaging methods over a finite time duration. This leads
to a certain error even for stationary signals. For non-stationary
signals, which are not ergodic, the errors will obviously become
larger, since the time averages used for the estimation of the
ensemble average will not hold even asymptotically. For such a
case the stationary estimates (2) and (3) have to be replaced by

E η
� �¼ 1

2T

ZtþT

t�T

ηðt0Þ dt0 ð7Þ

and

D2 η
� �¼ 1

2T

ZtþT

t�T

ðηðt0Þ�Efηðt0ÞgÞ2 dt0 ð8Þ

Obviously, (7) and (8) will not become exact even for T-1. This

will induce a further error in the estimation, in addition to the
error due to the finiteness of the time interval of the averaging.
Besides, reconstructing the fast variation of the detection intensity
would require a short time averaging, which, on the other hand,
would deteriorate the statistical accuracy of the estimation.

Clearly, the accuracy of the time average estimation of the
cumulants for non-stationary detection intensities cannot be
investigated by analytical models and methods. Therefore,
numerical simulations were carried out to estimate the con-
vergence of the time cumulants. The simulations were performed
with the toolbox described in [4]. For the current purpose several
pulse trains were generated, and the quantities defined in Eqs.
(7) and (8) were evaluated, and compared to the theoretical
(ensemble based) moments. Fig. 2 shows such a simulation by
showing the realisation of the signal together with its time-
averaged mean value for the case of a step change in the
count rate.

Results are shown in Fig. 1b for the second order moments,
where both the time average and the ensemble average transient
values are displayed after a step change of the detection intensity
from zero to a finite value at t¼0. It is seen that the ensemble and
the time averaged cumulants converge to the same value, which is
an expression of asymptotic ergodicity of the process, here not
only for the expectation but also for the higher moments. It is also
seen that, as expected, the convergence of the time averaged
estimate is much slower (thousands of ns).

4. Conclusions

In practice the above-mentioned phenomena bear low impor-
tance. Except for very abrupt changes in the flux, the time aver-
aging methods can follow moderate variations without delay and
even a step change in the order of seconds. The study reported
here was meant to give insight into the facts that govern the
performance of the Campbelling methods for cases when the
Campbell formulae are not valid, and to give some quantitative
estimates.

It was shown that in practical situations (the change of the
count rate is slower than few thousand ns) the signal can be
considered as a transition of quasi-stationary signals, therefore no
special Campbell-equation has to be derived to measure transient
events.
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a b s t r a c t

The detectors of the neutron flux monitoring system of the foreseen French GEN-IV sodium-cooled fast
reactor (SFR) will be high temperature fission chambers placed in the reactor vessel in the vicinity of the
core. The operation of a fission chamber over a wide-range neutron flux will be feasible provided that
the overlap of the applicability of its pulse and Campbelling operational modes is ensured. This paper
addresses the question of the linearity of these two modes and it also presents our recent efforts to
develop a specific code for the simulation of fission chamber pulse trains. Our developed simulation code
is described and its overall verification is shown.

An extensive quantitative investigation was performed to explore the applicability limits of these two
standard modes. It was found that for short pulses the overlap between the pulse and Campbelling
modes can be guaranteed if the standard deviation of the background noise is not higher than 5% of the
pulse amplitude. It was also shown that the Campbelling mode is sensitive to parasitic noise, while the
performance of the pulse mode is affected by the stochastic amplitude distributions.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Sodium-cooled fast reactors (SFRs) are among the advanced
reactors selected by the Generation IV International Forum. In order
to meet needs of CO2-zero-emission energy supply beyond 2030, the
French government asked, in the year 2006, CEA, namely the French
Alternative Energies and Atomic Energy Commission, to lead the
development of an innovative GEN-IV nuclear-fission power demon-
strator. The major objective is to improve the safety, reliability and
availability of an SFR. The foreseen GEN-IV SFR is thus an innovative
pool-type SFR featuring a negative sodium-void reactivity coefficient
[1]. In addition, the instrumentation and more particularly the
monitoring and online diagnostics will be enhanced.

The design of the neutron flux monitoring (NFM) system of the
French GEN-IV SFR was discussed in Ref. [2]. As in any reactor, the
NFM's main objectives are not only reactivity control and power
level monitoring, but also the monitoring of flux distribution
within the core regions in order to prevent any local melting
accident. Given that the neutron shield of a pool-type SFR is
contained in the reactor vessel, the neutron instrumentation is

planned to be installed in the vessel in order to monitor the
neutron flux over a wide range, that is from startup to the full
power of 1500 MW. High temperature fission chambers (HTFCs)
were proved to be the most appropriate for this purpose [3,4].
An HTFC has to operate in an extreme environment. All the three
prospective locations are in the vicinity of the core with a
temperature from 400 1C to 550 1C at full power [4]. Although
the development of the HTFCs had already been carried out at CEA
from the early 1980s to the late 1990s, there is room for enhancing
their robustness and capability [5,4]. All these activities are part of
our research program in support of the French GEN-IV SFR nuclear
instrumentation and take advantage of our past and recent
experience in that domain.

The wide-range capability of a fission chamber requires a suffi-
cient overlap of the signal processing modes in the so-called pulse
and Campbelling regime [6] in order to ensure the linearity of the
neutron flux measurement [4]. As will be described in more detail
later, the processing of the detector signal is different for low and high
detector event intensities, i.e. when the signal has the shape of
individual “spikes” or consists of overlapping pulses that become a
continuous signal for high event rates. The goal is in both cases to
determine the detection event rate, which is proportional to the
neutron flux. For low event rate the individual pulses are counted by a
threshold counting technique (pulse mode) while for overlapping and
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continuous signals, i.e. high event intensity, the intensity is extracted
by calculating the higher moments of the digitized detector signal
(Campbelling technique). These two modes use different electronics
and data processing. The term “linearity” or “mode overlapping”
means that there is a region of intermediate event intensity when
both methods work and supply the same result.

It has been claimed that the mode overlap could be achieved by
lowering the electron collection time and hence the width of the
individual fission pulses. A well-known solution to decrease the
charge collection time is to add a few percents of polyatomic gas
such as nitrogen [7,8]. However, it was observed that nitrogen
molecules disappear under irradiation at high temperature of an
SFR. In order to circumvent this loss, it was proposed to saturate all
the chamber parts with nitrogen [4]. Given that the industrial
qualification of this treatment is still uncertain, an alternative
solution for the wide-range HTFC operation is sought.

In theory, the Campbelling technique could be used for both
low and high detector event intensities, and the Campbelling
techniques can be treated theoretically [9]. Therefore it might
appear as if there is no need either for ensuring the linearity of the
modes or for numerical simulations. However, in reality, electronic
and other parasitic noise make the measurement inaccurate, and
for low event rates application of the Campbelling technique
becomes impractical and indeed impossible. Hence the existence
of the mode linearity is not at all granted. Its validity cannot be
investigated with pure theoretical methods either; concrete
results for the moments of the signal can be obtained in a closed
form only for certain signal shapes [9]. Even for these cases, the
influence of parasitic noise cannot be assessed analytically, thus an
analytical sensitivity and uncertainty analysis is not possible.

Hence, in order to address the question of the linearity of the
pulse and Campbelling modes, a specific code was developed for
the simulation of fission chamber pulse trains. The code can
handle arbitrary signal shapes, amplitude distributions and the
presence of added noise. With the help of the code, a quantitative
analysis of the mode linearity was made. On the long run, this
code aims at improving the signal processing of the future NFM
system of the French GEN-IV SFR.

In this paper the principles of the code, its verification, and the
results of the quantitative analysis of the mode linearity are
described. First, a brief overview of the typical instrumentation
based on a fission chamber is given. Second, the filtered Poisson
process that permits to describe a conditioned signal of a fission
chamber is discussed. Third, our developed simulation code is
described and its overall verification is shown. Finally, the perfor-
mances of the pulse and Campbelling modes are investigated.

2. Neutron monitoring instrumentation

2.1. Fission chamber

Fission chambers are nuclear detectors that are widely used to
deliver online neutron flux measurements [6, 5,10,11]. This type of
detector is an ionization chamber containing fissile material in order
to detect neutrons. The most common design consists of one or
more coaxial electrode pairs, at least one electrode of which is
coated with a fissile layer from a few micrograms to a few grams.
The spacing between each anode and electrode goes from tens of
microns to few millimeters. The chamber itself is filled with an
argon-based gas pressurized at a few bars. When a neutron reaches
the fissile coating, it is likely to induce a fission that generates two
heavily charged ions, the fission products emitted in two nearly
opposite directions. The one emitted out of the fissile layer ionizes
the filling gas along its trajectory. Given that a DC-voltage of a few
hundred volts is applied between the electrodes, the electrons and

positive ions drift across the filling gas in opposite direction, and
generate a current signal. That DC-voltage must be high enough to
collect all the charges, and low enough to prevent the production of
secondary ionization pairs. If both conditions are fulfilled, the fission
chamber operates in the so-called saturation regime [6,5], for which
the neutron-induced current signal is proportional to the fission rate
and nearly insensitive to the DC-voltage. In addition, one can note
that the gamma particles that directly ionize the filling gas also
generate a signal.

The proper operation of a fission chamber as well as its output
signal chiefly depend on the following characteristics: (i) high
voltage bias, (ii) inter-electrode distance, (iii) filling gas pressure
and composition and (iv) nature and amount of fissile material.

2.2. Electronics

The conditioning electronics of a typical neutron flux-monitoring
system consists of the detector itself, a high electromagnetic
immunity cable and a current-sensitive pre-amplifier that converts
the current flowing through the detector into a measurable voltage
[12]. Such a pre-amplifier has to feature a very low input impedance
compared to that of the fission chamber. As it will be hereafter
described, a fission chamber can operate in three different modes:
(i) pulse mode, (ii) Campbelling mode or (iii) current mode. Only the
pulse and Campbelling modes, which allow for the neutron–gamma
discrimination, will be addressed in this paper. In case of pulse
mode, the acquisition system consists of a discriminator directly
connected to a counter. The discriminator generates a logic signal if
its analog input signal becomes larger than a predefined threshold.
In case of Campbelling mode, the acquisition nowadays consists of a
frequency band-pass filter, an analog-to-digital converter and a
processing unit for variance calculation. The corresponding electro-
nics is summarized in Fig. 1.

The signal was simulated as it arrives from the pre-amplifier.
Since in the count rate range considered here the band-pass filter
does not have an impact, it was not included into the simulation.

3. Signal modeling and processing

3.1. Filtered Poisson process

According to the previously described facts, the fission chamber
signal can be idealized as a Poisson pulse train, or shot noise. In the
literature the mathematical model behind these processes is often
called a filtered Poisson process [13]. In such a stochastic process
the time interval between each pair of consecutive events has an
exponential distribution with an intensity parameter s0 [14]. In the
present case the intensity or the count rate is determined by the
environment of the detector (e.g. reactor core) and is proportional
to the neutron flux level. The consecutive events are pulses, hence
the total signal is a superposition of pulses of the form:

φðx; tÞ ¼ x � f ðtÞ: ð1Þ

Fig. 1. Overall layout of a neutron monitoring system.
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The form of the pulses can be considered as a function defined
by Eq. (1). The constant shape function f(t) in (1) is normalized to
unity and is multiplied by a random amplitude x. In case of one
pulse event it is assumed that the particle interaction with the
detector took place at t¼0. Every single pulse has an arrival time tk
according to an exponential distribution and an amplitude xk. The
amplitude of the pulses can be considered as deterministic or
randomly distributed:

ηðtÞ ¼ ∑
NðtÞ

k ¼ 0
xk � f ðt�tkÞ: ð2Þ

Hence the fission chamber signal can be described as a Poisson
pulse train defined by (2). In the upper limit of the summation the
function N(t) is the cumulative number of counts in the detector
which is a random variable following a Poisson distribution. If the
measurement time converges to infinity then the number of hits
also converges to infinity. A measurement or simulation of such a
pulse train is limited by a measurement duration which implies
that the summation is finite, since the number of collected pulses
is finite.

A complete mathematical treatment of the statistics of such
pulse train signals is provided in [9]. Nevertheless the analytic
handling is only possible for a few specific pulse shapes and
amplitude distributions. In addition, as was mentioned before, the
effect of the electronic noise and background events cannot be
included into the mathematical treatment.

Therefore, to investigate the fission chamber signals, a numer-
ical simulation of the Poisson pulse train model, including the
noise, is desirable. The features of this implementation are
explained in the next section.

3.2. Operating modes

The main goal of the fission chamber signal processing is to
estimate the count rate, the intensity s0 of the process, since this
value is related directly to the neutron flux. Increasing intensity
causes pile-ups in the signal, meanwhile we also have to face
electronic noises and the background level of the gamma radia-
tion, thus the estimation of the intensity rate becomes a non-
trivial task.

3.2.1. Pulse mode
The limitation of the separation between pulses is determined

by the pulse width and the pulse intensity, as well as by the
detector electronics. There will be a minimum time separation τ
between two detection events, which is called the dead time [6].

Usually two different dead time models are used for counting
systems: the paralyzable and the nonparalyzable dead time. The
nonparalyzable model means that during the dead time no events
can be recorded and no events will have an effect on the signal or
on the detector. The paralyzable model means that the events
occurring during the dead time will not be recorded, but will
trigger a new dead time. Both models can be handled analytically,
and the measured count rate m can be easily calculated from the
real count rate n and the dead time τ. For count rate, i.e. the first
moment of the counting statistics, the derivations can be found in
[6]. A deeper treatment of the effect of the dead time on the higher
order moments of the counting statistics, with accounting for the
random dead time is given in [15].

In practice the counting process is achieved by a transistor–
transistor logic (TTL). A discrimination level is set and when the
chamber signal jumps from below to above this level, the electronics
triggers a logic signal. This logic response has a certain time width
and during this time the following jumps above the discrimination
level are neglected. This counting system is illustrated in Fig. 2.

Obviously none of the above mentioned dead time models can
perfectly describe such a system, since the width of the TTL signal
acts as a non-paralyzing dead time, whereas the pulse width and the
pulse overlapping act like a paralyzing dead time (meaning that if
the signal stays above the level then the electronics does not trigger
more logic responses). The actual behavior depends on the TTL
width, the pulse width and the discrimination level. In this work the
paralyzing random dead time, arising from the pulse pile-up, is
included. Also non-paralyzing dead time effects, due to electronics,
were included into the simulations.

3.2.2. Campbelling mode
Campbell's theorem gives a relation between the cumulants

and the intensity of a shot noise process. In the commonly used
Campbelling mode the variance of the signal is measured. In this
paper Campbelling refers to this second order method. Based on
Ref. [9], the general form of the second order Campbelling
equation for a signal ηðtÞ consisting of general pulses φðx; tÞ with
a randomly distributed amplitude x is given by (3), where w(x) is
the probability distribution function of the amplitude which is
0 for xr0:

D2ðηÞ ¼ s0

Z þ1

�1

Z þ1

�1
φðx; tÞ2wðxÞ dx

� �
dt: ð3Þ

In real applications the lower limit of the integrals is zero both
for the time and amplitude coordinates and the upper limit of the
integrals are also finite for both dimensions. If we consider simple
pulses defined in Eq. (1), then the integrals in Eq. (3) can be
separated:

D2ðηÞ ¼ s0

Z þ1

�1
x2wðxÞ dx

Z þ1

�1
f ðtÞ2 dt: ð4Þ

In Eq. (4) the first integral is the second raw moment of the
amplitude distribution. Hence, for random amplitudes one has

D2ðηÞ ¼ s0〈x2〉
Z þ1

�1
f ðtÞ2 dt ð5Þ

whereas for constant amplitudes

D2ðηÞ ¼ s0x20

Z þ1

�1
f ðtÞ2 dt: ð6Þ

In the deterministic case the probability distribution function w(x)
is interpreted as a Dirac delta function: wðxÞ ¼ δðx�x0Þ.

Eqs. (5) and (6) show that if the pulse shape f(t) and the
amplitude distribution w(x) are known, and the variance of the
signal is determined from measurement, then the count rate s0 of
the signal can be estimated. In a real application the shape and the
amplitude distribution can be measured and considered as known
information about the current fission chamber. However, this
information is associated with uncertainties. The accuracy of the

Fig. 2. Illustration of generated TTL signal.
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estimation depends on the signal shape and its amplitude dis-
tribution. The required sensitivity and uncertainty analysis is not
possible to achieve analytically.

4. Poisson pulse train simulation code

4.1. Description

The tool described above is a MATLAB implementation of the
mathematical model of the signal including the discretization of
the measurements and the simulation of electronic noise.

The program generates the Poisson pulse train according to the
pre-defined pulse shape, amplitude distribution, count rate and
time resolution. The pulse shape and the amplitude distribution
can be defined to be analytic or can be taken frommeasurement or
simulation results. The signal created is considered as a current
signal since in an industrial application the fission chambers are
usually connected to current sensitive pre-amplifiers which can be
located farther from the core [12]. Any shape of finite pulse can
be defined and applied in the program. The user can define the
charge of the pulse (the integral value of the pulse) or the amp-
litude. The amplitude and the charge distribution are obviously
related, this feature is only for convenience.

The user has the opportunity to define additional time signals,
such as background noise or one or more further Poisson trains
and add these to the original pulse train. This way the tolerance of
the estimators can be investigated against electronic noises, or
radiation backgrounds.

An important real detector-like feature of the simulation tool is
the way how signals at high count rates are handled. If the order of
count rate is comparable to the order of time resolution of the
simulated signal, more than one pulse can appear within one time
step. In this case those pulses will sum up, so the current delivered
by the pulses will not be lost.

A limitation of the toolbox could have been mainly the computa-
tional memory size. For instance storing a pulse train of length 10�1 s
with 1 GHz resolution will yield 108 data, demanding about 1 Gb
memory. In case of low intensities longer measurement times are
needed to avoid the statistical error due to the randomness of the
process. To overcome this potential memory issue we built in an
opportunity to continue a pulse train exactly where it ended instead
of generating a completely new process which would result that the
process starts from zero again. It is useful because the fission chamber
signal needs time to reach an asymptotically stationary state, when
the moments of the signal are time independent [9]. Fig. 3 shows the
statistical error of the simulation for several measurement times. The
plotted statistical uncertainty was defined as the ratio of the standard
deviation and the expected value of the number of pulses during the
measurement time (which is a Poisson distributed random variable)

expressed as a percentage. Our goal is to keep the statistical error
originating from the randomness under 10%, and our main focus is
laid on count rates higher than 104 s�1. Thus, for the calculations a
measurement time of 10�2 s was accepted.

4.2. Overall code verification

For obvious reasons, a full direct verification of the code with
experiments is not possible. For the current work we chose an
experimental check of the applied mathematical model and a
theoretical verification for the implementation of the model.

The Poisson characteristics of the signal were checked with an
experiment where the time delays were measured between the
pulses. Based on this measurement the Poisson pulse train model
was accepted as a valid mathematical model. After the implemen-
tation of the mathematical model, it was checked by comparing
simulation results with analytic results.

4.2.1. Experimental comparison
To investigate the Poisson characteristics of the fission chamber

signals a measurement was performed at the MINERVE reactor [16].
During the measurement a CFUL01 fission chamber [4] was located in
the reflector of the reactor core. The signal of the fission chamber was
connected to a pre-amplifier and after that directly to an Agilent
MSO9104A Infiniium oscilloscope. With the oscilloscope 20 μs long
segments triggered by a pulse can be measured. The re-arm time of
the oscilloscope was 5 μs. This means that the smallest detectable
time difference between two pulses was 25 μs with the segmentation
method. Hence the time between the particle arrivals was measured
at low count rates (when the reactor already reached criticality). The
probability density function of the arrivals is shown in Fig. 4. After
fitting (with 99% confidence) an exponential distribution on the
measured results, we found a good agreement. The Poisson pulse
train model was accepted to describe the mathematical behavior of
the fission chamber signal.

4.2.2. Analytical comparison
To decide whether the mathematical model was implemented

correctly, a comparison with the level crossing calculation was
chosen from [9].

The intensity nst(A) of particle arrivals which induce a jump of
the signal from level yrA to a level higher than A can be derived
analytically for various pulse trains. For validation purposes we
have chosen a case with an exponential pulse shape with a time
constant p in the form

f ðtÞ ¼ e� t=p ð7Þ
and exponentially distributed random amplitudes with a
mean 1=μ. As it was shown in [9], the intensity nst(A) in this case

Fig. 3. The statistical error of a pulse train simulation. Fig. 4. Verification of the Poisson nature.
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is given as

nstðAÞ ¼ s0
ðμAÞs0p

Γðs0pþ1Þe
�μA ð8Þ

where Γ indicates the Gamma-function. One can notice that the
above definition of the level crossing intensity is identical of the
pulse mode using a discrimination level and a TTL signal, the
difference is that in this case the width of the TTL signal would
be zero.

A level jumping algorithm was implemented to estimate the
intensity nst(A). Fig. 5 shows that the numerical and analytic
results are in a good agreement for this case as well, which means
that the code gives an adequate handling of the pulse shapes and
the shot noise as well as for the randomly distributed pulse
amplitudes.

5. Performance of standard modes

In this section an extensive comparison between the recently
applied pulse mode and the second order Campbelling technique is
presented. Several calculations were been made for pulse trains
containing pulses with both deterministic and stochastic amplitudes.

5.1. Pulse model

For the following calculations a reference pulse shape with
reference parameters has been chosen based on previous simulation
results with a Monte-Carlo based program suite [10]. The chosen
pulse shape is an exponential decay shape defined by (7). This is a
rather arbitrary choice, but it can be considered as an approximation
of a pulse shape where the rising part of the pulse is rapid and is then
followed by a damped exponential. The reference charge, shape
parameter and other data are given in Table 1. The charge is the
integral value of the pulse, hence the amplitude of the pulse can be
calculated if the time parameter p and the charge Q are known (for

exponential shape the amplitude is Q/p). The pulse width was defined
by p � lnð90Þ rounded to ns precision. The pulse width alone does not
play any role in the calculations, hence this definition is arbitrary and
it was introduced only to give an insight of the effective length of the
pulse. The resolution of the pulses was 1 ns. This resolution is an
inherited parameter in the toolbox, hence the whole signal has the
same resolution. Each pulse is followed for 10 μs, which is rather
important for pulses longer than the reference as presented in Fig. 6.
This parameter is important for the computation because if the pulse
is given by the charge (hence by its integral), the pulse can be better
approximated if the stored length is longer. A slightly larger length
was chosen because this choice does not slow the calculation
significantly and does not effect the results but can be used for a
wide pulse width range. This length is limited by memory issues and
also physically it is meaningless to follow a pulse infinitely. The
impact of the longer and shorter pulses (plotted in Fig. 6) is assessed
in Section 5.4.

5.2. Noise impact

As a first step, the impact of the electronic noise on the different
methods was investigated. The noise was considered as a Gaussian
white noise and the standard deviation of the noise was chosen as a
percentage of the amplitude of the reference pulse shape for all
cases. During a real experiment this noise is around 5–10%.

For the calculations, pulse trains of length 10�2 s were gener-
ated. During the calculations, for each count rate one pulse train
was created and the noise was added. This way the results related
to different noise strengths bear the same statistical uncertainty.

Fig. 7 shows the results for the sensitivity analysis. It is seen
that the pulse mode is rather insensitive to noise. The Campbelling
mode is affected by the noise at low count rates and the impact is

Fig. 5. Validation against the analytic level crossing results, s0 ¼ 108 s�1, p¼20 ns,
μ¼ 0:5 μA�1.

Table 1
The reference pulse.

Shape expð�t=pÞ

Time parameter p 20 ns
Charge Q 0.1 pC
Amplitude a 5 μA
Pulse width 90 ns
Resolution 1 ns
Stored length 10 μs
TTL width 50 ns

Fig. 6. The used pulses.

Fig. 7. The noise sensitivity of the pulse mode and the Campbelling mode.
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significant. The higher the amplitude of the noise, the larger the
bias in the estimation is. Hence the possible application of the
Campbelling technique is limited to high count rates. At low count
rates the inaccuracy of the estimation can become larger than
100% as it is seen in Fig. 8. This means that the overlap between
the modes depends strongly on the amplitude of the noise. To
reach less than 10% error with Campbelling mode the noise should
be lower than 8% for count rates with an order of magnitude
106 s�1.

Fig. 9 represents the probability density function of the signal
amplitude distribution with and without noise at different count
rates. The probability density function was calculated by normal-
izing the histogram of the sampled current values of the simulated
signal. One can see that at lower count rates the density function
of the noisy signal is mostly dominated by the noise. Hence, when
the variance of the noisy signal is calculated, the variance of the
noise determines and hence also biases the estimated count rate.
Conversely, at higher count rates the noise does not have any effect
on the probability density function. For this investigation a rather
high noise level (20%) was chosen to highlight the general effects
of noise on the probability density function.

5.3. Pulse amplitude distribution impact

In the introduction it was already mentioned that the ampli-
tude of the pulses (or equivalently, the charge of the pulses) can be
considered as a random variable. As it was mentioned, the toolbox
allows us to implement pulse amplitude distributions. A realistic
distribution can be complicated since it depends on many para-
meters (the applied voltage, the pressure in the chamber, etc.).
Thus in the preliminary calculations only a simple normal

distribution was used to investigate the effect of the random
amplitudes on the pulse and Campbell modes.

The mean of the amplitude distribution was considered as the
amplitude of the reference pulse (5 μA), and the standard deviation
was introduced as the mean multiplied by a factor c. In this case the
raw moment 〈x2〉 in Eq. (5) can be described as the sum of the mean
squared and the variance of the amplitude distribution as in the
following equation:

〈x2〉¼ VarðxÞþ〈x〉2 ¼ ðc2þ1Þ〈x〉2: ð9Þ

Such a normal distribution has a negative tail as well, which is
non-physical. The use of truncated normal distributions could
have been an alternative to overcome this issue. However, for this
study the highest applied multiplier value c was 0.4, in which case
only 0.62% of the amplitudes would be negative. Hence, instead of
overcomplicating a simple investigation, the negative amplitudes
were rejected and new random amplitudes were sampled.

If a proper calibration is used (or one has a good knowledge
about the amplitude distribution) then the Campbelling mode is
unaffected by the amplitude distribution as it is presented in
Fig. 10 in a noise-free case. The pulse mode is though biased
regardless the order of the count rate since the discrimination
level is fixed. This result shows that in case of wide amplitude
distribution the pulse mode cannot be effective already at low
count rates hence the overlap between the standard modes cannot
be guaranteed.

5.4. Pulse width impact

The next investigation addressed the impact of the pulse width
on the methods in case of deterministic amplitudes. For this

Fig. 8. Error of the Campbelling mode for several count rates.

Fig. 9. The probability density function of the noiseless and the noisy signal.

Fig. 10. Impact of the amplitude distribution on the pulse mode and on the
Campbelling mode.

Fig. 11. Spurious counts triggered by the noise.
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analysis, pulse widths with three different orders of magnitude
were applied, as shown in Fig. 6. The pulse width was changed
while the charge of the pulses were fixed (in this way the
amplitude was modified). This is because we wanted to consider
a pulse width change through changing the filling gas, which
would have an impact only on the electron and ion velocity (hence
the collecting time) but not the amount of induced electron–ion
pairs by the fission fragment.

According to Fig. 6 it is obvious that for the different pulses,
different discrimination levels have to be set. The need for such a
calibration is a disadvantage of the pulse mode compared to the
Campbelling mode.

The necessity of applying different TTL signal widths for different
pulse widths is also an issue related to the pulse mode. Fig. 11 shows
that in case of longer pulses, if the TTL signal width is 50 ns, the noise
will trigger spurious logical signals, hence the estimated count rate
would be increased. Thus, when using pulse mode, a calibration is
also needed to set the adequate discrimination level and the TTL
signal parameters. This need will not affect the robustness of the
mode, but will affect its simplicity.

Fig. 12 shows that both modes perform better if the pulse is
shorter. For pulse mode, the breakdown of the function is shifted
to higher count rates when pulses are shorter. At the same time,
Campbelling mode gives a more accurate estimation for lower
count rates when pulses are shorter since it is more likely for short
pulses to stick out from the background noise.

Both Figs. 7 and 12 show that for short pulses, the overlap
between the two modes can be guaranteed. However for longer
pulses there would be a serious need for a signal processing
method which can be used over the whole count rate range and
which is less sensitive to noise and pulse width.

6. Conclusion

In this paper a newly implemented simulation tool was intro-
duced. The toolbox simulates fission chamber signals after the pre-
amplifier. The code generates a shot noise or filtered Poisson process
which is a superposition of pulses with arrival times following a
Poisson point process. The main goal of the tool is to create pulse
trains from arbitrary or real pulse shapes to aid the planning and the
understanding of experiments and measurements. The toolbox also
allows us to test several signal processing methods to retrieve the
count rate information of the signal. Knowing the count rate of
fission chamber signals is essential since it is proportional to the
neutron flux of the environment.

The applied mathematical model was checked with a simple
measurement performed at the MINERVE zero power research

reactor. The measurement result shows that the filtered Poisson
model can be accepted to describe the distribution of the time
intervals between pulses in the fission chamber signals. The
implementation of the mathematical model with MATLAB was
verified by the level crossing method described in Ref. [9].

In addition to create such a toolbox the main purpose of the
current work was to compare the recently used fission chamber
modes for signal processing. The current interest focuses on the
possibility of covering the low and medium flux ranges with pulse
and Campbelling modes in case of short pulses. An extensive
investigation was made to compare the performance of these modes
in case of deterministic and stochastic pulse amplitude distributions.
The efficiency of the pulse and Campbelling modes was also tested
with different background noise levels. It was found that the pulse
mode is insensitive to the noise level within reasonable limits, while
the Campbelling mode is rather noise sensitive at low count rates. On
the other hand the Campbelling mode is insensitive to the stochastic
amplitude distributions, whereas the pulse mode is heavily affected if
the distribution is rather wide.

One can conclude that in case of short pulses the overlap
between the two modes can be guaranteed if the background
noise is not too high. But for longer pulses the whole count rate
range cannot be covered by the two modes. Thus there is a real
need for unifying the different modes. In the continuation of this
work it is planned to investigate the applications of the higher
order Campbelling methods proposed by [17,18]. The expected
bottleneck of the higher order methods is the lack of simplicity
and robustness. In the future we have to investigate whether the
use of higher order moments can cover the investigated count rate
range in a feasible way.
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a b s t r a c t

This paper investigates, through numerical simulations, the performance of a signal analysis method by
which a high temperature fission chamber can be used over a wide range of count rates. Results reported
in a previous paper (Elter et al., 2015 [1]) indicated that the traditional Campbell method and the pulse
mode cannot provide a sufficient overlap at medium count rates. Hence the use of the so-called Higher
Order Campbell (HOC) methods is proposed and their performance is investigated.

It is shown that the HOC methods can guarantee the linearity (i.e. correctness) of the neutron flux
estimation over a wide count rate, even during transient conditions. The capabilities of these methods for
suppressing parasitic noise (originating from various sources) are verified.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Sodium-cooled fast reactors (SFRs) are among the advanced
reactors selected by the Generation IV International Forum. In
Europe, the development of an innovative pool-type SFR is under
way, led by the French CEA and its industrial partners [2]. The
development also concerns the neutron flux monitoring system,
which is the subject of this paper.

As described in several publications in the literature [3–5],
fission chambers capable of operating at high temperatures (high
temperature fission chambers, HTFC) are the most promising
candidates for neutron flux monitoring in SFRs. HTFCs have long
been used for neutron flux monitoring [6,5]. However, a few
aspects of their operation and use have not been solved satisfac-
torily. This paper attempts to solve some of these shortcomings.

One such point is that fission chambers operate in different
modes, with corresponding different electronics and signal pro-
cessing algorithms, at low (start-up) and high (full power) detec-
tion rates, respectively [7]. At low detection rates, when the signal
has the shape of individual “spikes”, a pulse counting technique,
based on level crossing is applied. At higher count rates, when the
detector pulses overlap, pulse counting becomes impossible and
the detection rate is estimated from the detector current with the
so-called Campbelling techniques. In its traditional form this

means that the mean count rate is determined from the variance
of the detector current. This method has the advantage that it
suppresses the (unwanted) contribution from minority compo-
nents, such as counts from gamma photons.

In order to have a correct estimate of the neutron flux for all
count rates, there should be a sufficiently wide overlap between
the two operating regimes of the detector, where both methods
supply correct results. Under ideal circumstances, the traditional
Campbell method would provide a sufficient overlapping since, in
principle, the Campbell formula is valid also for individual pulses.
However, as the simulation studies of our previous work showed
[1], at low count rates that the traditional Campbell method is
vulnerable to the effect of parasitic noise (detection and electronic
noise), and hence the overlap is not guaranteed.

To remedy this problem, the generalisation of the Campbelling
technique was proposed through the application of the so-called
Higher Order Campbelling (HOC) methods [8–10]. These use the
higher order moments (cumulants) of the detector current to
estimate the detection rate. Although the theoretical relationship
between the higher order cumulants and the mean detection rate
has long been known, the applicability and performance of these
methods in practical applications has not been tested. The
applicability concerns essentially two aspects. One is the sensi-
tivity of the accuracy to parasitic (inherent) noise in the detection
process and the electronics, which deteriorates the performance of
all order Campbelling methods at low count rates. The other
aspect is that the theoretical advantages of the use of higher order
cumulants [11–13] are offset by the fact that in reality one only
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uses an estimate of the theoretical cumulants, and the error of the
estimate increases with the order of the moment to be estimated.

This paper addresses the question of linearity of HOC methods
and the practical applicability of the cumulant estimators with the
use of an advanced simulation package. In previous work, in order
to investigate the question of the linearity of the pulse and the
traditional Campbelling modes, a dedicated code was developed
for the simulation of fission chamber pulse trains [1]. Recently the
code was updated to be capable of simulating detector signals
with time dependent count rate to study transient scenarios. The
upgraded code was used in the recent study. The code can handle
arbitrary signal shapes, charge distributions and the presence of
added noise. With the help of the code, a quantitative analysis of
the HOC methods was made.

As the continuation of this paper, a second part, describing the
related experimental results, is planned to be published. Part II
will introduce the calibration methodology to unfold the count
rate and the reactor power information from the cumulants of the
signal [22].

In this paper the principles of the HOC methods, their appli-
cations, and the results related to their performance study are
described. First, the filtered Poisson process that permits us to
describe a conditioned signal of a fission chamber and our devel-
oped simulation code is discussed briefly. Second, a brief overview
of higher order methods, and the estimation of higher order
cumulants is given. Finally, the performance of the higher order
Campbelling modes is investigated for several cases, such as
electronic noise, gamma background radiation and transient
events. The investigations verify the expected advantages of HOC
methods and explore the possible drawbacks of orders higher than
3 via computational simulations.

2. Physical processes in fission chambers

Fission chambers are nuclear detectors that are widely used for
online neutron flux measurements. This type of detector is an
ionisation chamber, containing fissile material in order to detect
neutrons. The most common design consists of one or more
electrode pairs, of which at least one electrode is coated with a
fissile layer, ranging from a few micrograms to a few grams. The
spacing between each anode and cathode goes from tens of
microns to a few millimeters. The chamber itself is filled with an
argon-based gas pressurised at a few bars. The processes leading
to a current pulse after a neutron entering the chamber are the
following:

(a) When a neutron reaches the fissile coating, it is likely to
induce a fission event which generates (usually) two heavily
charged ions, the fission products, emitted in two nearly
opposite directions.

(b) The heavy ion which is emitted out of the fissile layer ionises
the filling gas along its trajectory (therefore creates electron/
ion pairs).

(c) A DC-voltage of a few hundred volts is applied between the
electrodes, therefore the electrons and positive gas ions drift
across the filling gas in opposite direction towards the anode
and the cathode respectively

(d) During the drift both the electrons and the gas ions induce a
current pulse (named in this document as electronic and ionic
pulse) in the electrodes.

3. Simulation of the fission chamber signals

Since the basic principles and assumptions on the character of
the fission chamber signals were already described in [1,10], only a

brief description will be given here. The fission chamber signal is
described as a Poisson pulse train, or shot noise, also called a fil-
tered Poisson process [14]. In such a stochastic process the time
interval between each pair of consecutive events has an expo-
nential distribution with an intensity parameter s0 [15]. The
intensity, or count rate, is proportional to the neutron flux level
around the detector. In this section the signal is considered as the
one induced by the electronic pulses (therefore the signal contains
only one type of pulse), but later the impact of ionic pulses is also
investigated. The form of an individual pulse is assumed to be

q � f ðtÞ ð1Þ
where f(t) is the (deterministic) normalised pulse shape (the
response function of the detector) and q is a random variable
representing the pulse charge, characterised with a charge dis-
tribution w(q).

The detector signal ηðtÞ is a superposition of pulses of the form

ηðtÞ ¼
XNðtÞ
k ¼ 0

qk � f ðt�tkÞ ð2Þ

where tk are the exponentially distributed neutron arrival times at
the detector, qk are the random pulse charges, and N(t) is the
number of pulses having arrived until time t (N(t) is a Poisson
distributed random variable). The integral of the shape function f
(t) in (2) is normalised to unity. The simplest approximation is if
the pulse charges are considered as deterministic (constant). This
is the case which will be considered in the quantitative work in
this paper too, since the simulation studies of our previous work
[1] showed that the random character of the pulse charges did not
have any influence on the detector signal characteristics that were
studied.

The new features of the current simulation model, compared to
that used in Ref. [1] are as follows. The first concerns the signal
pulse shape f(t). In the previous work [1], similar to the theoretical
considerations [10], the pulse had a form of a step jump at t¼0,
followed by a monotonically decreasing (exponential) or non-
increasing (rectangular/boxcar shape) behaviour, characterised by
one single parameter. In the present work, the pulse shape was
chosen to have the form of a damped exponential:

f ðtÞ ¼ e� t=p1 �e� t=p2R1
0 ðe� t=p1 �e� t=p2 Þ dt: ð3Þ

This form is more realistic, i.e. it avoids the discontinuity (jump) of
the pulse at t¼0, rather it is non-monotonic and it consists of a
fast rising and a slowly decaying part. Hence it also allows a more
varied pulse shape, due to the two different parameters p1 and p2.
With the signal shape given by Eq. (3), the ionic and electronic
components of the pulse can be modelled by suitable choice of the
pulse parameters, i.e. the time constants p1 and p2 of the pulse
shape f(t) and the pulse charge 〈q〉.

For the quantitative work, reference pulse parameters were
chosen to describe both the electronic and the ionic pulses. The
characteristics of the pulses are summarised in Table 1, and Fig. 1
shows a graphical representation of the electronic pulse. The
parameters have realistic orders of magnitudes and are based on

Table 1
The reference pulse.

Type e� Ion

Time parameter p1 20 ns 2 μs
Time parameter p2 4 ns 0.4 μs
Mean charge 〈q〉 0.1 pC 0.1 pC
Amplitude a 3.34 μA 34 nA
Pulse width 100 ns 10 μs
Resolution 1 ns 1 ns
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simulation results described in [16] as well as on measurements
performed at the Minerve reactor, which will be published later on
[22]. The pulse widths in Table 1 are only provided to give insight,
but the definition of the width is arbitrary. The time resolution of
pulses (and all the simulations in this document) was 1 ns.

One can immediately see from Table 1 that the ionic pulses are
two orders of magnitude longer while carrying the same charge as
electronic pulses. Section 5.2 investigates the effect of the ionic
signal on the estimation of the count rate.

One further novelty of the simulation code is that in order to
test the properties of the detector signals in time-varying neutron
fluxes, the simulation was extended to the case when the incom-
ing primary event series (the neutron arrival times) constitutes an
inhomogeneous Poisson process, i.e. a Poisson process with a
time-dependent intensity sðtÞ. The conceptual questions arising
when applying stationary Campbell techniques to non-stationary
signals were discussed in a recent Technical Note [17]. Such sce-
narios will be quantitatively investigated and discussed in Section
5.6. The cases of the constant and the time-varying intensities will
be referred to as homogeneous and inhomogeneous processes,
respectively.

4. Higher order Campbelling

Campbell's theorem provides a relationship between the var-
iance of the time-resolved detector signal and the intensity of the
corresponding shot noise process [18]. Based on the linear rela-
tionship between the variance and the intensity, in the commonly
used Campbelling mode the variance of the signal is measured in
order to determine the intensity of the detection. In this paper
“Campbelling” refers to this second order method. The general-
isation of the Campbelling method for higher order moments of
the detector signal was already proposed in [11]. The derivation
was given only later in [9]. Recently an even more straightforward
derivation, based on the master equation technique, was proposed
in [10].

The general form of the Campbell relationships for a homo-
geneous, stationary signal ðηðstÞ ¼ limt-þ1ηðtÞ consisting of gen-
eral pulses in the form defined by (1) and (2), is given as [10]

κðstÞn ¼ s0 〈qn〉
Z þ1

�1
f ðtÞn dt ¼ s0 � Cn ð4Þ

where κn is the nth order cumulant. Cumulants or semi-invariants
are moment-like quantities defined by the expansion coefficients

of the logarithm of the moment generating function. Commonly,
the methods in which nZ3 are called higher order methods. Eq.
(4) refers to stationary signals: in a related work the stationarity of
fission chamber signals is discussed [17]. It was shown that in
practical situations (the change of the count rate is slower than
few thousand ns) the signal can be considered as a transition of
quasi-stationary signals.

Eq. (4) shows that if the pulse shape f ðtÞ and the charge dis-
tribution wðqÞ are known (therefore the calibration coefficient Cn

is determined), and the cumulant (of any order) of the signal is
determined from measurement, then the count rate s0 of the
signal can be estimated. In a real application the shape and the
charge distribution can be measured and thus can be considered
as a priori information about the particular fission chamber and
the experimental setup. However, this information is associated
with uncertainties. The accuracy of the estimation depends on the
accuracy of the knowledge about the signal shape and its charge
distribution. The required sensitivity and uncertainty analysis is
not possible to be achieved analytically.

Part II of this work will present the methodology to determine
the calibration coefficient. The experimental study investigates the
linearity of the HOC mode, and its performance during a control
rod drop event [22].

5. Performance of the HOC methods

This section covers the sensitivity analysis of the HOC methods.
In this regard first the optimal measurement time was defined,
then the impact of the ionic pulses, the parasitic noise of the
electronics and the competitive shot noises were determined for
the traditional and higher order Campbelling methods. These
noises cause systematic measurement errors since the calibration
coefficient in Eq. (4) takes into account only the most dominant
part of the signal, the electronic pulses, because in an experi-
mental calibration one determines the electronic pulse shape. On
the other hand, the measured cumulant is related to the com-
pound signal (including the electronic pulse part and the addi-
tional noises). Hence the systematic error may be estimated ana-
lytically (this will be demonstrated for the case of ionic pulses but
for the other cases the analytic handling is abandoned). Never-
theless, in the numerical simulations, the random errors due to the
uncertainty of the number of pulses NðtÞ (see in Eq. (2)) arriving
during the measurement time and the variance of the cumulant
estimations are inherently included. Therefore with simulations
one gains more understanding about the significance of the
impacts of the noise.

For each investigation, several signals with the same mea-
surement time were generated in order to assess the random error
of the estimated count rate. The expected value, or mean, of these
estimations reflects the systematic error caused by the noise.

Finally the section presents results related to the performance
of the higher order methods during transient scenarios.

5.1. Convergence of the estimator

The estimation of the cumulants was done with the k-statistics,
which are the unique symmetric unbiased estimators of the
cumulants (〈kn〉¼ κn [19]). Here the convergence of these estima-
tors is investigated briefly in order to define the optimal mea-
surement length.

The variance of the estimators can be found in the literature
[19], here only an illustrative term of these formulas is

Fig. 1. Electronic pulse shape.
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highlighted:

var knð Þ∝κ
n
2
N

ð5Þ

where the number of samples is N. Eq. (5) means that the variance
of the estimator is proportional to the nth power of the variance of
the signal. Since the variance of the signal increases with the count
rate (which is expressed by the Campbell theorem introduced in
Eq. (4)), the variance of the estimation increases exponentially
with the count rate. This means that for accurate measurements
with higher orders, one needs longer measurement times. This
limits the application of the very high order methods. The optimal
measurement time was therefore estimated.

Instead of evaluating the formulae of the variance of the esti-
mators, a rather pragmatic approach was applied here, which
inherently includes the uncertainties due to the randomness of the
process. Many signals were created at several count rates with
several measurement lengths, and the relative difference of the
estimated and the real count rate was determined. The random
error of the estimation was defined as the standard deviation of
this set of differences. The results are summarised in Fig. 2 for the
second and the third order. One can see that at high count rates
the random error indeed exponentially increases; and further, that
at lower count rates, the error also increases, due to the ran-
domness of the process. (The figure shows the plane related to 5%
error as a reference.)

Based on these results it was concluded that for the third order
methods a measurement time around 1–10 ms provides reliable
count rate estimation over a wide count rate range. Therefore the
following computations were done for 10 ms, which means 107

samples at 1 GHz sampling frequency.
Although in the figure the fourth order estimation is not

included, the calculations showed that the fourth order bears
more serious convergence problems. Nevertheless in some of the
following sections the fourth order results are also included to
point out whether the application of higher than third order
estimations has any practical advantage.

5.2. Impact of the ionic pulse

After the ionisation of the filling gas by the fission fragments,
both the electrons and the ions induce a current pulse (as
described in Section 2). The contribution of the ionic part may
depend on the data acquisition system. Nevertheless it is impor-
tant to quantify the impact of the ionic contribution.

Table 1 shows that even though the ionic pulses convey the
same order of magnitude charges as the electronic pulses, they are
much wider and therefore their amplitude is small compared to
the electronic pulses. By definition the ionic signal has the same
count rate as the electronic signal, and the corresponding pulses
arrive at the same time instant since the negative and positive
charge creation is simultaneous.

Fig. 3 shows the composition of the two signals. One can
immediately notice that the ionic part contributes only as a low
frequency noise since the ionic pulses strongly overlap already at
low count rates. As such, with the appropriate acquisition system
it could be filtered out.

In the simulations the Campbelling modes were calibrated
according to Eq. (4) only by taking into account the electronic
pulse shape (which is the case in a real measurement [20]),
whereas the appropriate underlying Campbell equation would be
(for deterministic pulse charges)

κðstÞn ¼ s0

Z þ1

�1
ðf eðtÞþ f iðtÞÞn dt ¼ s0

Z þ1

�1
f eðtÞn dtþ

Z þ1

�1
f iðtÞn dt

�

þ
Z þ1

�1

Xn�1

k ¼ 1

n
k

� �
f eðtÞn�kf iðtÞk

 !
dt

#

¼ s0ðCn;eþCn;iþCn;eiÞ ¼ s0 � Cn;real ð6Þ
with the assumption that the ionic and electronic processes are
totally dependent. Hence the real count rate is

s0 ¼
κðstÞn

Cn;real
ð7Þ

while the measured count rate with the calibration coefficient
containing only the electronic pulses is

ŝ0 ¼ κðstÞn

Cn;e
: ð8Þ

Therefore the systematic error of the measurement is

ϵn ¼ 100 � ŝ0 �s0
s0

¼ 100 � Cn;real

Cn;e
�1

� �
½%�: ð9Þ

After calculating Cn;real and Cn;i with the pulse parameters
summarised in Table 1, the systematic error ϵn appears to be
around 1.2% for the second order and 0.2% for the third order
method.

These results show that similarly to how the effect/contribution
of “minority components”, such as gamma counts, is suppressed
by the use of the higher order Campbelling methods (as it will be

Fig. 2. Random error of the count rate estimation.

Fig. 3. Illustration of the electronic and the ionic part ðs0 ¼ 107 s�1Þ.
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discussed in more detail later in Section 5.4), the contribution of
the ionic component is also suppressed by the higher order
methods. However, the reasons are different, which is worth a
short discussion. In case of the detector pulse due to a gamma
photon, the pulse shape f(t) is rather similar to that induced by a
neutron detection. As Eq. (4) shows, the reason of the suppression
is the factor 〈qn〉, which is much smaller for gamma pulses than for
neutron pulses (much less charges created). In addition, the neu-
tron and gamma detections are independent from each other,
hence the Campbell relationships can be considered for these two
components separately. For the case of the electronic and ionic
pulses, the factor 〈qn〉 is the same for both components; the dif-
ference is in the pulse shapes. Since the longer pulse (i.e. the ionic
one) has inevitably a smaller amplitude, raising each component
to higher powers will lead to the diminishing of the integral of the
f iðtÞn term as compared to that of the f eðtÞn term. However, in
contrast to the neutron and gamma counts, the ionic and elec-
tronic pulses are not independent; in each detection event both an
electronic and an ionic pulse is generated simultaneously. This
leads to the appearance of “cross-terms”, i.e. the last term on the r.
h.s. of the first line of Eq. (6). At a first glance, one might expect
that this would decrease the suppressing power of the higher
order methods, since there will be e.g. a term f eðtÞn�1f iðtÞ in the
nth order cumulant. However, any cross term, evenwithout raising
to any power, will be small because of the different shape of the
two signals. For instance the integral of f eðtÞ � f iðtÞ will be much
smaller than unity (both terms are normalised to unity) because
they overlap very weakly. For the t values around the maximum of
fe(t), the values of fi(t) will be very small, and vice versa. This is
even more so for higher powers of the pulses. Hence, despite the
non-independent character of the electronic and ionic pulses, still
the contribution of the ionic component will be increasingly
suppressed by the higher order Campbelling methods.

The numerical results of the difference between the real and
the estimated count rate, presented in Fig. 4 are consistent with
the theoretical prediction. Clearly, at count rates higher than
108 s�1 the performance of the third order is poorer than that of
the second order, since the random errors related to the higher
orders exceed the systematic error of the second order. However
the bias is less than 1.5% at high count rates and less than 3% at low
count rates (where the deviation due to the randomness of the
process dominates) for both methods.

5.3. Parasitic noise suppression

The fission chamber signal is loaded with parasitic noise ori-
ginating from the cables and the pre-amplifier included in the data
acquisition system. A simple measurement was performed to
estimate the distribution and in particular the amplitude of the
noise. This measurements and the characteristics of the noise will
be described in Part II in more detail [22]. The polarisation voltage
of the fission chamber was set to 0 V, therefore only the parasitic
noise of the system was collected. It was verified that the noise
distribution is close to Gaussian and its standard deviation is
around 6–7% of the pulse amplitudes [22].

The measurement of the parasitic noise showed that the noise
was not white. Therefore simulations were performed with
coloured noise. It was verified through simulations that the fre-
quency content of the noise does not affect the performance of the
Campbelling methods.

Fig. 5 shows the count rate estimation for signals loaded with
Gaussian white noise. The traditional Campbelling method cannot
be used at low count rates, because it significantly overestimates
the count rate. However, the HOC methods provide linearity on the
whole count rate range, since they sufficiently suppress the impact
of the noise, as the higher order cumulants of the Gaussian dis-
tribution are zero. Nevertheless it has to be mentioned that the
higher order methods are not totally insensitive to the noise: as it
is shown in Eq. (5), the wider signal distribution increases the
variance of the estimation, therefore higher noise levels increase
the random error of the higher order methods. For realistic noise
levels this effect does not play a significant role.

The simulations also showed that at count rates above 108 s�1

the random error of the third order estimation exceeds the sys-
tematic error of the second order estimation, therefore at high
count rates the application of the traditional Campbelling mode is
advised.

5.4. Competitive shot noise suppress

In the fission chamber other, not neutron triggered ionising
radiations also induce pulses. These pulses also create a shot noise
in the chamber. The main undesirable contribution is originating
from gamma radiation [21]. The assessment of the gamma con-
tribution to the signal of a fission chamber, located in the reflector
region of a sodium cooled reactor, lies beyond this work.

Fig. 4. The impact of the ionic signal. Fig. 5. Electronic noise effect.
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Therefore in this paper we intend to illustrate the shot noise
suppression capabilities of the HOC methods via a simple model:
competitive shot noise was added to the original, neutron trig-
gered shot noise. Both the pulse charge and the count rates of the
competitive signal were considered as a fraction of the neutron
pulse charge and count rate:

sc ¼ αs0 and qc ¼ βq0 ðα;βA ½0;1�Þ ð10Þ

where s0 and sc are the count rates of the neutron and competitive
signal respectively, and q0 and qc are the charges of the neutron
and competitive pulses respectively. The pulse shape and width of
the competitive pulses was chosen to be the same as that of the
neutron triggered electronic pulses.

The difference between the estimated count rate of the com-
pound signal and the original neutron signal was determined for
several α and β values. Fig. 6 presents the results for the third
order Campbelling method at count rate s0 ¼ 106 s�1. The red
curve1 (in the middle, between the yellow and green) gives the
margin of 2% error which was considered as acceptable. The yel-
low (uppermost) and green (lowermost) curves show the same
margin for the second and fourth order Campbelling methods. One
can conclude that by increasing the order of the method, a sig-
nificant suppression gain can be achieved. However, the random
error of the fourth order exceeds its systematic error reduction
compared to the third order. With the third order mode the
competitive shot noise can be successfully suppressed even if the
parasitic pulse charges are 25% of the neutron charges and the
intensity of the parasitic process is comparable with the neutron
signal's intensity. Nevertheless in the future we have to address
the question of parasitic pulses in a sodium cooled fast reactor to
justify that the third order methods are adequate.

5.5. Compound signal

As a summary, Fig. 7 presents the results of the systematic and
random errors for signals where all the above-mentioned noises
appear simultaneously: Gaussian noise (with 6% amplitude), ionic
signal and competitive shot noise (with α¼ 1 and β¼ 0:01 or 0.1).

In case the amplitude of the non-neutron triggered pulses is
rather small in the HTFCs applied in ASTRID (which is highly
probable according to [21]), and further if the data acquisition
system can filter out low frequency noises (such as the ionic
contribution), then at high count rates (above 108 s�1) still the
application of the second order method is advisable.

5.6. Inhomogeneous process

The final study included in this work shows the performance of
the third order Campbelling method during a transient event.

Transients result in an inhomogeneous signal, in which the
count rate of the signal can be described as a time dependent
function s(t). Our simulation code was extended with the possi-
bility to describe continuously changing count rates.

Fig. 6. Bias due to the competitive shot noise for the third order method. The
coloured contour lines (visible in the on-line version) correspond to 2% error of the
different order HOC methods. Yellow (uppermost): second order; red (middle):
third order; green (lowermost): fourth order. (For interpretation of the references
to colour in this figure caption, the reader is referred to the web version of this
paper.)

Fig. 7. Cumulative impact of noise.

Fig. 8. Transient simulation: count rate estimation with window sizes 1 ms and
10 ms.

1 These curves are simply contour plots corresponding to a given error, and the
different colours are used to distinguish between the different orders of the HOC
methods. Hence they have nothing to do with the colour scheme of the colour bar
to the right of the figure.
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The test scenario was a simple transient event; Fig. 8 shows the
results. The count rate increased from 105 s�1 to 108 s�1 in 50 ms
and after reaching the maximum, it decreased to 105 s�1 in 50 ms
(illustrated by the solid line in Fig. 8; note the logarithmic scale on
the y-axis). This test describes a fast transient, with a significant
count rate change. The measurement is considered as taking
consecutive finite samples of the signal, and estimating the count
rate of them with the Campbell equations for homogeneous pro-
cesses (Eq. (4)). This implies that the inhomogeneous signal is
approximated as a sequence of quasi-homogeneous signals. The
length of the consecutive samples (the estimation window) was
set to 1 ms or 10 ms.

One can see that there is a delay of the estimation due to the
length of the sample size. If the window size is set too short then
the accuracy of the measurement is going to be worse (due to the
random error related to the stochastic characteristic of the signal
and to the inaccuracy of the third order estimation), whereas with
longer measurement times the exact shape of the transient may be
lost, as in the example with longer measurement window, the
peak is missed. Which means that if the sample window is well
optimised (meaning that it is sufficiently long to guarantee an
accurate cumulant estimation, but sufficiently short to monitor the
change in the count rate), then the inhomogeneous signal can be
approximated as a sequence of homogeneous signals, and the
homogeneous Campbell equations can be applied.

It can be concluded that the monitoring of transients is limited
by the shortest reliable measurement time (in which the estima-
tion is converged). As it was illustrated, with rather short, 1 ms
long windows it is possible to reach a fair estimation even at high
count rates, which means that one can be confident that transients
slower than the ms scale can be followed with third order
Campbelling methods.

6. Conclusion

In this paper some aspects of the application of the higher
order Campbelling methods were investigated and reviewed. The
application of such methods was proposed to guarantee a wide
count range monitoring in neutron detection.

To investigate the applicability of the HOC methods a Matlab
toolbox, emulating the generation of a fission chamber signal, was
applied. The main purpose of the current work was to investigate
the robustness of the higher order methods. Here the linearity of
the HOC method was assessed.

The noise sensitivity of the higher order methods was investi-
gated for several cases. It was shown that any kind of Gaussian
noise, regardless of its frequency characteristics, can be efficiently
filtered out already with the third order Campbelling method. The
higher order methods are also able to suppress any competitive
shot noise. Although the suppression can be improved by
increasing the order of the method, due to the related random
error of higher order methods, the third order method was chosen
for later applications.

It was also concluded that transient events slower than few
millisecond can be sufficiently well monitored with third order
methods. Although, due to the limitation of the measurement
window length, there will be a short delay between the real event
and the monitoring.

It was shown that at count rates above 108 s�1 the random
error of the third order estimation exceeds the systematic error of
the second order estimation, therefore at high count rates the

application of the traditional Campbelling mode is advised. Hence,
in the future, implementation of an adaptive Campbelling mode is
planned. This way it can be guaranteed that the error (both sys-
tematic and random) of the estimations is less than 2% over the
whole count rate range.

In Part II of this work the calibration of a fission chamber in
HOC mode will be demonstrated in measurements, and finally the
real-time application of the method has to be verified.
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a b s t r a c t

Applying Higher Order Campbelling methods in neutron flux monitoring with fission chambers is ad-
vantageous due to their capabilities to suppress the impact of unwanted noises and signal contributions
(such as gamma radiation). This work aims to verify through experimental results that the basic as-
sumptions behind the Higher Order Campelling methods are valid in critical reactors.

The experiments, reported in this work, were performed at the MINERVE reactor in Cadarache. It is
shown that the calibration of a fission chamber and the associated electronic system is possible in higher
order mode. With the use of unbiased cumulant estimators and with digital processing, it is shown that
over a wide count rate range, accurate count rate estimation can be achieved based on signal samples of a
few ms, which is a significant progress compared to similar experimental results in the literature. The
difference between the count rate estimated by pulse counting and by the Higher Order Campelling is
less than 4%.

The work also investigates the possibility of monitoring transient events. For this purpose, a control
rod drop event was followed in Higher Order Campbelling mode.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

Sodium-cooled fast reactors (SFRs) are among the advanced
reactors selected by the Generation IV International Forum [1]. In
Europe, the development of an innovative pool-type SFR is under
way, led by the French CEA and its industrial partners [2]. The
development also concerns the neutron flux monitoring system,
which is the subject of this paper.

Fission chambers are the most promising candidates for neu-
tron monitoring in SFRs. Such detectors traditionally operate in
three modes: pulse mode at low flux levels, Campbelling or fluc-
tuation mode at medium flux levels, and current mode at high flux
levels. Recently it was shown that to guarantee the overlap of the
pulse and Campbelling mode, one needs to design dedicated fis-
sion chambers [3]. A design independent alternative can be the
operation of the fission chambers in Higher Order Camp-
bell (HOC) mode [4,5]. As detailed in Part I of this work [6], the
application of higher order methods is limited by the fact that the
error of the estimation increases with the order of the method,
therefore larger signal samples are needed. The rapid development

of digital measurement devices (such as FPGAs, field program-
mable gate arrays) brings recent attention to these methods, since
the reliable estimation of the higher order moments of the signal
became achievable.

In Part I of this work, the performance of the higher order
methods was extensively investigated through numerical simula-
tions [6]. In the same work, it was shown that higher order
methods are capable to suppress the disadvantageous impact of
various noises and unwanted signal contributions. It was found
that the application of the third order method is reliable, and that
it is redundant to apply higher than third orders.

As a continuation of that work, this paper investigates experi-
mentally the application of the third order Campbelling method. A
simple approach is proposed to make use of the third order cumu-
lants of the signal in the time-domain, instead of dealing with the
third order spectra of the signal as [7]. With the use of unbiased
cumulant estimators and with digital processing, it is shown that
accurate count rate estimation can be achieved based on signal
samples of a few ms, which is a significant progress compared to
similar experimental results in the literature [8]. This paper presents
the methodology of the calibration to link the cumulants of the signal
to the power of the reactor and to the fission rate of the chamber. The
disadvantages of the calibration are discussed. A rather involved ca-
libration methodology based on the spectral properties of the signal
can be found in [9] for the traditional Campbelling mode.
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The current work is a step towards the implementation of an
FPGA-based Campbelling measurement system, which is capable
of real-time flux monitoring.

First, the Higher Order Campbell theorem is briefly discussed.
Second, Section 3 presents the experimental setup, the noise of the
system and addresses the general applicability of Campbell's the-
orem in critical reactors. Section 4 summarizes the measurement
results during stationary and transient reactor states, and the
methodology to calibrate fission chambers in higher order mode.
The accuracy of the calibration is assessed with the help of pulse
counting techniques, and an empirical calibration, based on the
pulse counted results, is proposed.

2. Higher Order Campbell method

In Part I [6], the general form of the Campbell relationships
[10,11] for a homogeneous (i.e. having a constant count rate) shot
noise signal y(t) consisting of general pulses f(t) with a charge
distribution, and count rate s0 (such signal is an appropriate ap-
proximation of the fission chamber signals [3]), was given. Simi-
larly, the general Campbell equations can be given by introducing
the pulse amplitude distribution instead of the charge distribution
as [12]

∫κ ( ( )) = ⟨ ⟩ ( ) = · ( )−∞

+∞
y t s a f t dt s C 1n

n n
a n0 0 ,

where κ ( ( ))y tn is the nth order cumulant of the distribution of the
signal y(t) and 〈 〉an stands for the nth raw moment of the pulse
distribution. Commonly, the methods in which ≥n 3 are called
higher order methods. The pulse function f(t) is normalized to the
amplitude.

Eq. (1) shows that if the pulse shape f(t) and the charge or
amplitude distribution are known (therefore the calibration coef-
ficient Ca n, – later referred to only as Cn – is determined), and the
cumulant (of any order) of the signal is measured, then the mean
count rate s0 of the signal can be estimated. Eq. (1) assumes that
the signal contains pulses with the same shape. It is shown later,
that this assumption is not valid in multi-coating chambers. Sec-
tion 4.2 addresses the bias of considering the pulse shape as
constant. For this investigation the pulse shape will be considered
as bimodal.

The coefficient Cn links the signal statistics to the fission rate
directly, which means that such a calibration is independent of the
neutron environment or neutron spectra. The present work aims
to estimate the calibration coefficient by investigating the mean
shape and the amplitude distribution of the pulses (see Section
4.3), and also by performing an empirical calibration through es-
timating the count rate with pulse counting technique.

It was shown previously in [6] that the application of higher
order methods sufficiently suppresses the impact of various
noises: the parasitic noise of the system, the unwanted signal
contributions of ionization processes not originating from the
fission events, and the ionic contribution of the charge creation in
the filling gas.

In this work the cumulants are estimated during the post-pro-
cessing of the measured and recorded signals. The unbiased cumu-
lant estimators, or k-statistics, are applied [14], for which the calcu-
lation of the nth order sums of the signal values are needed. This
allows a simple estimation in the time-domain with a relatively fast
convergence. Practically, estimating the cumulant means, that a finite
and discrete-time signal slice is recorded, and the cumulants of the
distribution of these sampled values are computed. Fig. 1 shows an
example of the recorded signal (the details of the system for re-
cording are given in the next section), its probability density function
and the related cumulant estimations.

3. Experimental setup

The experimental setup consisted of a current-sensitive fission
chamber placed in the reflector zone of the MINERVE reactor.
MINERVE is a pool type zero-power, light water reactor, operated
at CEA Cadarache with a maximum power of 80 W.

In the experiment a CFUL01 fission chamber (manufactured by
Photonis) was studied. The CFUL01 is a multi-electrode and multi-
coating detector, which means that the chamber contains three
coaxial electrodes and four fissile coatings of enriched uranium, as
illustrated in the schematic radial cross section of the chamber,
Fig. 2. The sensitive length of the detector is 211 mm, the outer
radius of the first anode is 14 mm, the inner and outer radii of the
cathode are 16 and 17 mm, and the inner radius of the second
anode is 19 mm. Therefore the gas gap is 2 mm wide for both the
inner and outer chambers. The nominal operating voltage is 600 V
(and the maximum voltage is 800 V at °20 C, while the limit is
1300 V with no radiation). The filling gas is argon with 4% nitrogen
at 250 kPa (at room temperature). The fissile deposit consists of
U O3 8, with the U235 content enriched to 90%, with a surface
density of 1.32 mg/cm2. The thickness of the deposit is around

μ1.5 m (in Fig. 2 the thickness of the circles referring to the deposit
was enlarged only for the illustration purpose). The advantage of
using detectors with multiple coatings is to increase the fissile

Fig. 1. An example of a recorded signal slice and its distribution at 20 W.

Fig. 2. Illustration of the radial cross section of the CFUL01 chamber.
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mass in the chamber without increasing the surface mass and
therefore the self-absorption of the deposit [15].

The fission chamber was connected to a fast broadband current
pre-amplifier with a high immunity, 25 m long Fileca 1209-38
cable. The pre-amplifier acts as a high-pass filter in order to re-
move the DC part of the signal. It exhibits a sensitivity of

· −3.08 10 A/V5 and its gain is ±0.5 dB in the 5 kHz to 50 MHz fre-
quency band. The output signal of the pre-amplifier was digitized
at a high sampling frequency (1 GHz) during a large time spanwith
an advanced digital oscilloscope (Agilent Infiniium). The collected
signals were post-processed with MATLAB.

3.1. Saturation curve

In theory, Campbelling measurements could be performed
outside of the saturation regime of an ionization chamber, since
the pulse arrivals are independent of the applied voltage, therefore
the Campbell theorem stays valid. But the pulse shape and am-
plitude distribution (hence the calibration coefficient Cn) is more
sensitive to the change of the voltage outside of the saturation
regime, meaning that a small perturbation in the bias voltage
causes a large change in the calibration coefficient and in the
measured cumulant. This change is amplified for higher order
methods due to the higher order powers of the amplitude dis-
tribution and the pulse shape. Therefore in Campelling measure-
ments it is advisable to guarantee that the fission chamber oper-
ates in the saturation regime.

The measured saturation curve of the CFUL01 chamber is
shown in Fig. 3. Due to the limitations of the fission chamber, it
was not possible to set a higher voltage than 800 V. At 600 V the
current still slightly increases with the voltage, but due to safety
requirements, in the following measurements the chamber was
operated with a bias voltage of 600 V. The error associated with
this choice is less than 1%.

3.2. Noise of the measurement

The numerical simulations in Part I showed that the key ad-
vantage of applying higher order methods is to suppress the im-
pact of the parasitic noise of the system, since in case the ampli-
tude distribution of the noise is Gaussian, the higher than second
order cumulants of the noise become zero. It was also shown that
the suppression does not depend on the frequency content of the noise. The noise of the applied measurement system is briefly

described below.
A measurement was performed while the voltage of the fission

chamber was set to 0 V . In this case the signal consists only the
parasitic noise of the electronic system (the pre-amplifier, the
cables, and the oscilloscope). The study of the power spectral
density shows that the noise level on the frequency domain of
interest ( –10 10 Hz4 8 ) is relatively low but not negligible compared
to the real level of the signal as shown in Fig. 4 (the real signal
corresponds to 20 W reactor power, and the nominal voltage of
600 V). The noticeable peaks on the PSD of the noise below 30 kHz
are suspected to be caused by electromagnetic pollution, never-
theless their impact is negligible on the signal. Above 10 Hz8 both
PSDs exhibit almost the same amplitude which means that no
useful signal is carried at those frequencies in the pulse train. The
appearing peaks in this high frequency range are artifacts of the
amplifier. The noise has pink frequency characteristics, with an
oscillation in the spectra. The oscillation is caused by the cable (the
period of the oscillation is around 4 MHz, which corresponds to
the 25 m cable length). One can see also that the pre-amplifier
removes the low frequency part of the signal hence the amplitude
of the PSD of the pulse train at this frequency band is just an order
of magnitude higher than that of the noise. This means that aFig. 3. Saturation curve of CFUL01.

Fig. 4. Noise characteristics. Top: Power spectral density of the noise and the signal
at 20 W. Bottom: Cumulative distribution function.
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possible way to suppress the noise in traditional Campbelling is to
compute the variance by integrating the PSD only in a certain
frequency, as it was attempted in [9].

When computing the cumulants, spectral analysis is compu-
tationally more expensive. Therefore, working in the time domain
is simpler and more suitable for real-time, digital applications.

The study of the amplitude of the recorded noise shows that
although it is not Gaussian, its characteristics show similarities
with the Gaussian distribution. The cumulative distribution func-
tion of the amplitude is compared to the normal CDF of the same
standard deviation in Fig. 4. The standard deviation of the noise is
around 7% of the amplitude of the mean pulse. The noise dis-
tribution is slightly skewed, but the third order cumulant of the
noise distribution is three orders of magnitude lower than the
third order cumulant of the signal at the lowest measurable power
level, therefore its impact is negligible.

3.3. Applicability of Campbelling methods

In case the neutron source is a multiplying medium, the in-
dependence of the pulse arrival times is not a valid assumption
anymore and the Campbelling results will be biased, especially
around the critical reactor state, as it was shown for a system with
only prompt neutrons [16]. However, one may assume that due to
the low detection efficiency of fission chambers (around every ten
thousandth neutrons) the detected neutrons over a short, few ms
scale (i.e. the current pulses contributing to the signal) do not belong
to the same neutron chain, hence the information about the neutron
correlations is lost. In fact, the neutron chains are infinite in a critical
reactor, but the prompt chains die out quickly. The chains become
infinite only due to the delayed neutrons, but this would have an
impact only at longer time scales (few seconds).

The auto-correlation function

∫τ τ( ) = ( ) ( + ) ( )→∞ −
ACF

T
y t y t dtlim

1
2 2T T

T

of the fission chamber signal ( )y t was calculated numerically
(since the recorded signal slice is a time-discrete signal) at a cri-
tical reactor state, 40 W power, for a measurement time ( T ) of
10 ms. The normalized (to the maximum) ACF is shown in Fig. 5.
The same ACF is presented with a long, 10 ms (bottom, black) and
a short, 500 ns (top, red) time scale. The ACF does not show any
short or long term correlations in the signal. The shape of the
function reflects only the average pulse shape of the fission
chamber. The small bump around 250 ns is due to the current
bouncing on the cable (which corresponds to the 25 m length of
the cable with around 0.66 relative speed). Hence, if the Campbell
measurements are based on sample sizes of few ms, the signal can
be considered as uncorrelated, hence the Campelling equations
stay applicable at critical reactor state.

4. Results

At low reactor power levels when the pileup of pulses is un-
likely, pulses were collected separately. During the post-processing
the incidental pileups were eliminated. These measurements al-
low us to determine the calibration coefficient Cn, introduced in
Eq. (1). At medium and high power levels longer signals were
collected. At medium levels the pulses overlap moderately hence
counting them separately is still possible to estimate the count
rate of the signal. This provides an opportunity to estimate the
count rate accurately and to compare it with the estimation
coming from the calibrated HOC mode, and also allows us to
perform an empirical calibration.

It was shown in Part I that the third order Campbell methods
provide an acceptable uncertainty for sample length of few ms.
Therefore during this experiment the collected signal slices were
10 ms long.

In Section 4.1, first the linearity of the HOC mode is verified and
the calibration against the reactor power is given. In Sections
4.2 and 4.3, the pulses contained in the signal are studied: the
possible need of pulse classification is discussed and the calibra-
tion against the count rate is determined. Finally, in Section 4.4 the
accuracy of the count rate estimation is investigated.

4.1. Calibration to power, linearity

To assess the linearity of the third order cumulant estimation
against the power, the cumulants of the signal were estimated at
several power levels. At each power level a set of 10 ms long
samples were recorded in order to estimate the deviation of the
cumulant estimation as well. The results, presented in Fig. 6, show
a good agreement with the linear model fitted on the data. The
power is also an estimated value (by a pre-calibrated measure-
ment system), but at higher levels, the uncertainty of this esti-
mation is negligible (around 0.1 W), therefore Fig. 6 does not show
the horizontal error bars.

Based on the linear fit, it is possible to give an empirical cali-
bration between the reactor power and the cumulants. But as it
was mentioned, our main goal is to calibrate the chamber signal
against its count rate. In the subsequent sections, the same cu-
mulant values are used to verify the accuracy of that calibration.

4.2. Pulse discrimination

The CFUL01 fission chamber is a multi-coated fission chamber,
as previously described in Section 3. The variation in pulse shapes
coming from the different coatings has to be addressed, since (as
discussed earlier) the Campbell-equation (1) based on one pulse
shape may become inaccurate to describe the cumulant of the
signal.

With the aid of the recently developed pyFC (python-based
Fission Chamber simulator) code suite [17], the diversity of the
pulse shape was illustrated. The suite simulates realistic heavy ion
transport in 3-D. An illustrative sample of simulated heavy ion
trajectories and the corresponding pulse shapes are presented in
Fig. 7 (the geometry belongs to the inner chamber of the CFUL01,

Fig. 5. Normalized autocorrelation function. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper).
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and only the radial coordinates of the trajectories are shown; the
suite simulates the pulse creation before the pre-amplifier). The
trajectories originating from the anode result in mostly quasi-tri-
angular pulse shapes (and some exponentially decaying, shorter
than average pulse shapes created by the heavy ions leaving axi-
ally the chamber before hitting the opposite electrode; due to the
relatively small fraction of this kind, in the following they will be
neglected). However, the trajectories originating from the cathode
result in quasi-triangular pulses if the trajectory ends at the anode
and quasi-trapezoidal pulses if the trajectory ends at the cathode.
Therefore the fission chamber pulse shapes can be approximated
as bimodal.

As a consequence, with the assumption that the creation of
quasi-triangular and quasi-trapezoidal pulse shapes are in-
dependent (this independence is discussed in [18]), in the

Campbell-equation (1), a mixed, weighted calibration coefficient
( = + ( − )C p C p C1n mix trap n trap trap n tri, , , ) can be assumed. Here, Cn trap,

and Cn tri, are the associated coefficients of the mean quasi-trape-
zoidal and quasi-triangular shapes, respectively, whereas ptrap is
the probability of observing a quasi-trapezoidal pulse, which is
around 6% based on the simulations for the CFUL01. The mixed
calibration coefficient necessarily differs from the one based on
the mean pulse shape ( ( ))= + −f p f p f1trap trap trap tri , since due to
the nth power in the integral, cross terms of the quasi-trapezoidal
and quasi-triangular pulses would appear.

Nevertheless, due to the band-pass filtering, in the experiments
the difference in the shape is significantly mitigated, because both
the quasi-trapezoidal and quasi-triangular pulses are distorted
towards a Gaussian-shape, which makes their classification diffi-
cult. Based on the simulations, it was decided to estimate the
impact of the pulse shape difference. The measured pulses were
classified by measuring the distances of the left and right half
maxima from the maximum of the pulse. Based on these distances,
the pulses were classified as positively or negatively skewed.

Based on the simulations, around 6% of the CFUL01 pulses are
expected to be quasi-trapezoidal shaped. With this simple dis-
crimination method, around 4% of the measured pulses were
classified as quasi-trapezoidal shaped during the experiment (the
mean pulse shape of these pulses is shown in Fig. 8). As it will be
seen in Section 4.3, the impact of the classification is less than 2%
on the calibration coefficient. Therefore, the pulse classification
method was not further improved, and it is advised to neglect this
impact, in order to keep the simplicity of the calibration metho-
dology. The overall error due to considering all pulses as having
the same shape is estimated to be around 3%.

4.3. Calibration coefficient

As shown in Eq. (1) the calibration coefficient links the count
rate of the signal to its cumulants. In this work the calibration

Fig. 6. Linearity of third order cumulant.

Fig. 7. Simulated heavy ion trajectories (left) and corresponding pulses (right) (straight line: anodic source, dotted line: cathodic source, same colors belong to the same
event). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper).
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based on the amplitude distribution approach was followed, since
a current-sensitive pre-amplifier was used for the measurements.
In order to estimate the parameters needed to determine the
coefficient, the statistical properties of the pulses were studied.

Fig. 8 presents the mean pulse shape and the mean shape of the
classified trapezoidal and triangular pulses. Since only a few per-
cent of the pulses are trapezoidal, the overall mean pulse shape is
close to the triangular mean. A slight bump follows the main pulse
events due to the cable, as discussed earlier. While calculating the
time integral of the pulses, the boundaries of the integration
covered these bumps as well.

For the determination of the maximum distribution, the pulses
were smoothed with moving averaging method, because mea-
suring the amplitude of pulses loaded with noise shifts the dis-
tribution towards larger values, which results in an overestimation
of the raw moments. The moving average smoothing reduces this
overestimation, without reshaping the pulses, and without sup-
pressing the real amplitudes. Nevertheless, such smoothing re-
duces the robustness of the calibration.

The calibration coefficients of the second and third order
Campbelling modes are summarized in Table 1. The random error
of the coefficients was determined empirically (i.e. the coefficient
was calculated for 10 set of 10 000 pulses), and the systematic
error was estimated from the error of the amplitude measurement
and the uncertainty of the measured current. Table 1 also contains
the empirical third order calibration coefficient C empir3, , introduced
and discussed in Section 4.4. It has to be highlighted that the
Campbell coefficients belong to the whole experimental setup (but
are independent from the neutron spectra) and not only to the
fission chamber. This shows the main disadvantage of the cali-
bration procedure through investigating the pulse shape and its
statistics. Such calibration may be problematic in case the system,
which measures the third order cumulant, is not capable of re-
cording the signal. In such case, the signal recording for calibration
purpose may be done with a separate system, which can have a

different transfer function than the cumulant measuring system,
and the pulse shape (and therefore the calibration coefficient) is
sensitive to the transfer function. A possible way to overcome this
issue is to perform an empirical calibration (as shown in the fol-
lowing section), where the count rate is estimated with pulse
counting techniques (which are less sensitive to the transfer
function) and compared to the measured cumulant.

4.4. Verification of the count rate estimation

After determining the calibration coefficient Cn, the count rate
of the signal can be estimated. This has been done with both the
calibrated traditional and the third order Campbelling methods. In
order to verify the correctness of the estimated count rate and
therefore the accuracy of the calibration procedure, the estima-
tions at medium count rates were compared with the estimation
provided by pulse counting. At these count rates (below −10 s6 1),
pulse mode measurements still can be performed accurately, be-
cause the signal mostly consists of not overlapping pulses.

The pulse counting (or pulse mode measurement) could be
done in several ways, both with analog and digital systems. Since,
for this work, the pulse counting was also performed during the
post-processing phase, a simple algorithm, implemented in Matlab
was used: when the recorded signal crossed a pre-defined dis-
crimination level, a logical signal with a certain width (comparable
to the pulse width) was triggered, and these logical pulses were
counted. As reported in Ref. [3], in case the pulse amplitudes are
randomly distributed and the low amplitudes are comparable with
the amplitude of the noise, such pulse counting method fails to
estimate the pulse count properly: in case the discrimination level
is too low, the noise triggers spurious counts; in case the level is
too high, the method does not count low amplitude pulses.
Therefore, before counting the pulses, a second order Savitzky–
Golay smoothing filter was applied to suppress the noise of the
signal. Such a method is computationally expensive to be im-
plemented in a real-time application, but for the purpose of this
verification this was not a drawback. After smoothing the signal,
the choice of the discrimination level is still not trivial. The pulse
count was determined with several discrimination levels, in order
to find the optimum discrimination level. The dependence of the
pulse count on the discrimination level at 0.2 W power is shown in
Fig. 9. The optimumwas chosen at the inflexion point of this curve,
as shown. Although, after smoothing the determination of the
inflexion point becomes simpler, the pulse count is lower than
without smoothing, which may mean that the pulse count is
slightly underestimated.

The efficiency of the applied pulse counting method and its
underestimation was investigated with the pulse train simulator
described in [3]. In the simulation, the exact number of pulses
contained in the simulated signal (containing the measured pulse
shapes and amplitude distribution) is known, and it was compared
with the counted number. For count rates in the order of −10 s5 1

and lower, the error of the estimation is lower than 5%, when the
optimum discrimination level is applied.

The count rate estimation results by the pulse counting and the
Campbelling methods are summarized in Fig. 10. One immediately
notices the linearity defect for the traditional Campbelling at low
count rates. The overestimation is due to the noise (as described in
[3,6]). However, the count rate estimated by the third order cu-
mulant shows good agreement with the results of the pulse
counting. It was found that the pulse counting already under-
estimates the count rate at 2 W due to the pileup events (hence
the sign change in the relative difference between the empirical
and the HOC estimation, presented in the bottom figure of Fig. 10).

An empirical calibration coefficient C empir3, was determined
from the linear regression between the pulse counted count rate

Fig. 8. Mean pulse shapes.

Table 1
Calibration coefficients.

C2 (A2 Hz�1) ( ± )· −2.00 0.04 10 19

C2,mix (A2 Hz�1) ( ± )· −2.00 0.03 10 19

C3 (A3 Hz�1) ( ± )· −5.32 0.32 10 25

C3,mix (A3 Hz�1) ( ± )· −5.41 0.29 10 25

C3,empir (A3 Hz�1) ( ± )· −5.19 0.19 10 25
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and the third order cumulant estimations. The empirical coeffi-
cient is included in Table 1. The empirical calibration was based on
longer, 100 ms long signal slices, therefore the empirical coeffi-
cient has a rather small random error, and its standard deviation
was dominated by the propagation of the systematic error of the
pulse count (detailed earlier). The difference of the empirical and
the HOC calibration is less than 4%.

The good agreement between the empirical and HOC calibra-
tion verifies the possibility to calibrate the fission chambers in
HOC mode empirically. Thus if one can perform a reliable pulse
count estimation at low count rates, then the empirical calibration
provides the simplest and most robust calibration methodology
(i.e. the difference in pulse shape will not have any significance,
and the cumulant measuring system can be cross calibrated with a
reliable pulse counting system, since the difference in the transfer
function will not have a significant impact on the pulse count).
Such calibration is not plausible for the traditional Campbelling
method, due to the linearity gap between the pulse counting
method and the Campbelling.

4.5. Transient events

A key requirement for online flux monitoring systems is the
capability of following changes in the flux, and to provide reliable
information even if the reactor is in a non-stationary state. It was
argued [13] and investigated numerically [6] that the Campbelling
and higher order Campbelling methods are limited only by the
smallest reliable measurement time to monitor fast transients. In
the frame of the current work an experimental demonstration of
the transient monitoring was performed.

The MINERVE reactor is not designed to induce transients,
therefore the fastest transient which can be authorized by the
operators is the control rod drop transient. For the current mea-
surement the reactor power was kept at stationary 60 W power
level, when the control rods were dropped. The fall of the control
rods takes around 0.4–0.5 s.

Fig. 11 presents the time evolution of the Campbell count rate
estimations based on 2 ms long signal slices (right axis, pink and
green curves in the foreground) and the fission chamber signal
(left axis, light blue curve in the background). At the beginning of
the measurement, the reactor was in stationary state at 60 W, the
estimated count rate is constant in time. The control rod was

Fig. 9. Pulse count dependence of the discrimination level.

Fig. 10. Top: Count rate estimation with different methods Bottom: Relative dif-
ference between pulse counting and HOC.

Fig. 11. Transient measurement. (For interpretation of the references to color in
this figure caption, the reader is referred to the web version of this paper).
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dropped 0.1 s after the measurement was started, which can be
observed from the rapid, exponential decrease of the estimated
count rate (the semi-logarithmic plot is linear). During this time
period, one can observe the change in the offset of the signal,
which is caused by the applied pre-amplifier, which removes the
mean of the signal. By definition, a constant offset does not impact
the Campbell methods (i.e. the second and third order cumulants
are not sensitive to constant shifts), but it has to be highlighted
that in the current situation, the offset changes with time.
Nevertheless, due to the short sampling length, the offset of each
sample is approximately constant, hence its impact is negligible.
The control rod was fully inserted after a fall of 0.4 s, when the
decrease of the count rate is turning slower. From 0.5 s, a slow
decrease of the count rate can be observed as a result of the de-
layed neutrons. Both the traditional and the third order Campbell
method show sufficiently dynamic response at the beginning of
the transient (during the fall of the rod). However, at the end of
the transient, the count rate is overestimated by the traditional
Campbelling mode.

5. Conclusion

In this paper a method to calibrate fission chambers in Higher
Order Campbelling mode was presented. For the calibration the
statistical properties of the fission chamber pulses were measured.

The measurements were performed at the MINERVE reactor
with a CFUL01 fission chamber. The cumulant estimation of the
acquired signals was done during post-processing the data.

During the experiments, the linearity of the High Order
Campbelling methods was verified, and the accuracy of the count
rate estimation was tested. The dynamics of the Campbelling
method during a transient event were assessed.

The experimental calibration of the third order method was
done through investigating the pulse shape and the amplitude
distribution of the pulses. The work points out that this procedure
may be problematic for third order cumulant measuring systems,
which are not capable of recording the signal. For such cases the
signal recording has to be done with a separate system, which can
have a different transfer function, for which the calibration coef-
ficient is sensitive.

Since the third order cumulant shows good linearity even at
low count rates (104–105 s�1), where accurate count rate estima-
tion is possible with pulse counting techniques, a possible way to
overcome this issue, is to perform an empirical calibration, where
the count rate is estimated with pulse counting and compared to
the measured cumulant. Such empirical calibration could be per-
formed with dedicated pulse mode systems as a cross-calibration,
because the difference in the transfer function would not affect the
applied pulse count technique.

In the current work, the difference between the count rate esti-
mated by the calibrated higher order Campbelling and the count rate
estimated by the empirical pulse counting is less than 5%.

This work is a step towards the implementation of an FPGA-
based real-time digital measurement system. The realization of
such system and its testing is under progress.
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ABSTRACT

The most common application of fission chambers in a core monitoring system is to measure
the neutron flux. As is well known, in such a case, it is advantageous to use the so-called Campbell
relationships. However, the application of of the Campbell methods requires some calibration of
the chamber. Due to certain events, such as crack of the chamber wall, the calibration might become
obsolete, and the system would underestimate the count rate and therefore the flux.

This paper investigates the possible application of a simple method to identify whether the
measured count rate change is due to the malfunction of the detector or due to the change of neutron
flux. The method is based on the change of the frequency dependence of the power spectral density
of the fission chamber signal, due to the malfunction. For the current work the filling gas pressure
drop due to cracking was considered as the malfunction. In theory the method enables an early
failure detection. The experimental verification is under progress.

Key Words: Fission chamber, Neutron flux monitoring, Self-monitoring, Campbelling

1. INTRODUCTION

The application of the higher order Campbelling methods (HOC) for neutron flux monitoring is an
active research topic at CEA Cadarache. Assuming that the detector signal η(t) can be described as
a filtered Poisson process also known as shot noise, (i.e. the signal is formed as the superposition of
constant pulse shapes f(t) with random amplitudes q, induced by independent incoming events), the
cumulants of the signal (i.e. the measurable quantity) are proportional to the count rate of the detection
events (i.e. the quantity of interest). The higher order Campbelling methods are based on the higher
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order Campbell theorem, which gives this proportionality between the higher order cumulants of the
detector signal and its count rate [1]:

κn = s0〈qn〉
+∞∫
−∞

f(t)ndt = s0 · Cn (1)

where κn stands for the nth order cumulant of the fission chamber signal (the quantity we can measure)
and s0 denotes the count rate (the quantity we would like to determine). The proportionality coefficient
Cn contains the raw moment of the pulse charge distribution q and the normalized mean pulse shape
f(t). The application of the HOC method is limited by the proper calibration of the proportionality
coefficient.

Eq. (1) shows that any cumulant of the signal may change not only due to the change in the count
rate, but also due to the change in the mean pulse shape or the charge distribution. And the higher
order methods are particularly sensitive to these changes due to the higher exponents in Eq. (1). These
changes may occur due to the reduction of detector pressure or voltage. During the measurement only
the change of the cumulant (therefore the change of the estimated count rate) will be detected thus we
have to be able to decide whether this change occurred due to the change of the neutron flux around
the detector or due to the malfunction of the detector.

Previously there have been attempts to perform regular tests to identify malfunctions of fission cham-
bers [2]. Due to the fast development of digital hardware (such as field programmable gate arrays),
the Campbell techniques can be realized with digital processing and the fault detection may be imple-
mented in the same system in real-time.

The current work explores the possibility of detecting the detector failure from the change of the shape
f(t) of the detector pulse. Namely, earlier work showed that the temporal auto-correlation of the detec-
tor signal depends on the detector pulse shape [1]. Hence, if the detector malfunction results in a change
of the detector pulse shape, this latter can be discovered from the detector signal auto-correlation func-
tion, or from its power spectral density (PSD). Thus, this work investigates the alteration in the mean
pulse shape due to failure of the detector and investigates the possibility to identify the malfunction
from the changed characteristics of the detector signal PSD.

The hypothetical malfunction scenario is considered as the loss of filling gas from the chamber. First
we model the change of the pulse shape characteristics in a CFUL01 fission chamber during a pressure
drop of the filling gas. Second, the impact of the altered pulse shape on the auto power spectral density
of the signal is evaluated. Finally, the implementation of the method on an experimental FPGA board
is briefly described. The work is the first step towards a self-diagnosing detector in order to increase
the neutron monitoring system preventive maintenance.



2. FISSION CHAMBER PULSE SIMULATION

2.1. Description of the Fission Chamber

For this work a CFUL01 fission chamber (manufactured by Photonis) was studied, which has a very
similar geometry to the high temperature fission chambers designed for the Astrid reactor. The CFUL01
is a multi-electrode and multi-coating detector, which means that the chamber contains four coaxial
electrodes and four fissile coatings of enriched uranium. The sensitive length of the detector is 211
mm and the electrode radii are 14, 16, 17, 19 mm. The nominal operating voltage is 600 V. The filling
gas is Argon with 4 % Nitrogen at 250 kPa (at room temperature).

2.2. The pyFC Pulse Shape Simulator

The current pulses in a fission chamber come from the ionization of the filling gas by the heavy ion
emitted from the neutron induced fission in the fissile deposit. Recently a new fission chamber pulse
shape simulator, the pyFC suite (python-based simulation of Fission Chambers) was developed to
compute the pulses of a fission chamber. In pyFC the path of the heavy ion and the spatial distribution
of the charges emerging from the ionization process are simulated with the TRIM code [3], and the
parameters of the charge collection between the electrodes are computed with the BOLSIG software
[4]. The coupling of the codes is done in Python. The details of the code system are described in [7].

The code does not consider any recombination events and avalanches, which means that the chamber is
assumed to work in the saturation regime. The space charge effects are neglected (each fission product
entering the inter-electrode space ionizes the gas independently). Only the current induced by the
electrons is considered, since the mobility of the ions created by the fission fragment is much lower,
therefore with a high-pass filter the ionic signal can be filtered out. The self-absorption of the fission
fragments within the coating is neglected.

Multi-electrode and multi-coating chambers can be investigated with superposition, i.e. combining
the results of more runs, each corresponding to one fissile coating by assuming that the inter-electrode
spaces are mutually independent. Therefore the simulations of the CFUL01 chambers consisted of four
independent runs.

3. IMPACT OF PRESSURE DROP

As mentioned before, the change of the fission chamber characteristics may have several causes. For
illustration in this work the chosen scenario was a pressure drop of the filling gas due to a crack on the



wall of the fission chamber. Such a crack would not appear instantaneously, but rather would develop
during a longer period of time. Modeling the development of such ruptures is beyond this work.

Instead, a simple model was derived to describe the pressure drop in a fission chamber. For simplicity
the filling gas was considered as pure argon and the crack was assumed to be cylindrical through the
wall. The sodium pressure in an Astrid-like core at the fission chamber location was calculated with
Bernoulli’s theorem and is around 72 kPa. Given the scope of the article, the derivation of the flow
model is not included here. It was shown that for crack diameters less than 1 µm the pressure drop is
negligible. While for crack diameter larger than 100 µm the drop is almost instantaneous. The method
presented in this work is applicable in case of intermediate crack diameters. Such a pressure drop is
presented in Fig. 1, which is related to 25 µm diameter.

Figure 1. Pressure drop in the fission chamber

3.1. Pulse Shape Change

The computation of the mean pulse shape and the charge distribution was performed for several pressure
values between 150 and 250 kPa. Only the pulses generated by the electron tracks were considered.
Although, for a given pressure, there is some variation in the pulse shape (depending on the angles of
the ionization tracks), for simplicity, in the following only the mean shape is considered, because the
most important characteristics of the pulse, its width, is roughly independent of the track. The results
are summarized in Fig. 2. By decreasing the filling gas pressure (and therefore the number of gas atoms
in the chamber) the pulse width and the carried charge (the integral of the current pulse) is decreasing
as well. At lower pressure the heavy ion creates less electron-ion pairs and the mobility of the electrons
becomes higher. The pulse width shows a saturation which is a consequence of the saturation in the
drift velocity at low pressures.

Fig. 2 shows that the charge distribution of the created pulses is also affected by the pressure drop.
The median of the distribution becomes lower and the raw moments of the distribution are decreasing
during the pressure drop.



Figure 2. Fission chamber pulse characteristics due to pressure drop; Left: Mean pulse shape Right:
Charge distribution

As a consequence, both terms of the calibration coefficient, introduced in Eq. (1) are decreasing during
the pressure drop. The alteration in the second and third order coefficient is −15% and −21% due to
25 kPa pressure change. Therefore the cumulants of the signal decrease significantly, even if the real
count rate is unchanged. This results in an underestimation of the count rate with the original calibration
coefficient.

4. MALFUNCTION DETECTION THROUGH POWER SPECTRAL DENSITY

4.1. Theory

The previous section showed that in case of detector failure during neutron flux monitoring one can
experience diminishing count rate estimation without an actual change in the neutron flux. The task of
a self-diagnosing detector is to identify whether the estimated count rate changed due to the change of
the count rate or due to other reasons.

Therefore we have to define a measurable quantity of the fission chamber signal which is sensitive to the
pulse shape change but not to the count rate change. The power spectral density (PSD) of the detector
signal satisfies this requirement. It can be shown for a filtered Poisson process (which describes the
fission chamber signals) that the power spectral density has a breakdown at high frequencies which
depends on the pulse shape [5].

To study the PSD of the fission chamber signals, an in-house fission chamber signal simulator was used
(the software and its verification are described in detail in [6]). With the software, various pulse trains
were simulated.



First it was verified that changing the count rate of the signal does not effect the shape and the break-
down frequency of the PSD, just the amplitude. Also the impact of the charge distribution was studied
separately. In accordance with our expectations the charge distribution has only an effect on the am-
plitude of the PSD.

Finally, the impact of the pulse shape was investigated. The results are shown in Fig. 3. Due to the
alteration of the pulse shape, primarily its width, the PSD will extend to higher frequencies at lower
filling gas pressures. This change can be quantified by considering the PSD as half of a Gaussian-like
peak, and use its full width at half maximum (FWHM) to provide a simply measurable quantity to
indicate gas leakage.

Figure 3. PSD of the signal for different pulses

4.2. Accuracy

One can notice that the spectral densities in Fig. 3 have some variance, therefore the estimation of the
FWHM is not trivial. To guarantee reliable FWHM estimation and therefore reliable fault detection,
the accuracy of the method has to be assessed.

Three methods were evaluated to determine the FWHM. In all cases, first the maximum was computed
after filtering out the frequency range under 2 kHz with a high-pass filter. Thereafter the FWHM was
determined by either searching for the half maximum of the PSD from low frequencies towards high
frequencies, or from high to low frequencies. The third estimate was represented by averaging the other
two. Fig. 4 shows the convergence of the FWHM estimations. The best convergence can be reached by
the estimation which scans the spectra from high to low frequencies. The reason is that the variance of
the spectra is higher at lower frequencies, therefore by increasing the measurement time the estimated
value of the FWHM is increasing with the other methods. This also implies that the “real” value of the
FWHM is closer to the one estimated by scanning from higher to lower frequencies.



Figure 4. Convergence of FWHM estimation (P = 250kPa)

If the FWHM estimation is based on 10 s long signals, then the error of the estimation is less than 1%,
which corresponds to a minimum detectable pressure drop of 5 kPa.

4.3. Semi-Experimental Verification

The real time performance of the PSD FWHM estimation was investigated by implementing the al-
gorithm on a CPU/FPGA System on a Chip (SoC) board. For convenience, the Red-Pitaya board was
chosen since it carries a Xilinx Zync 7010 SOC as well as two 14 bits, 125 MHz ADC (LTC2145CUP-
14 from Linear Technology). As input, the simulated signals, generated by the pyFC suite of codes
were used.

The implementation was made as simple and versatile as possible; the FPGA is responsible for gath-
ering data and storing them into a 65356 samples buffer on the order of the CPU. Once the buffer is
full, a flag alerts the control software running on the CPU that data is ready to be transferred. The data
transfer is serialized and performed on demand in order to keep computing power and bandwidth for
other measurements like the Campbelling mode. The computation of fast Fourier transform is done
on the CPU with dedicated functions of the Gnu Scientific Libraries. The Bartlett Method (averaged
periodogram) was chosen to retrieve the PSD. At last, the estimation of the FWHM of the PSD is done,
while the FPGA is gathering new data.

The experimental FPGA board is in early testing stage. It was already tested in laboratory with the
help of signal generators. Poisson pulse trains of 0.16 second duration with a count rate of 1 MHz
were created with the simulation software and played with a 1 GHz arbitrary waveform generator while
the experimental board was recording. The trains contained Gaussian shaped pulses with 50ns mean
width and standard deviation of 5, 10 and 15 ns in order to show the effect of pulse shape duration



on the spectrum. The normalized PSDs, averaged on 100 spectra are shown in Fig. 5. The peak at 1
MHz frequency and its harmonics are “deliberate” artifacts due to the cyclic play of the pulse trains.
This way the correctness of the measurement was tested. The spectrum is clearly broadening with the
reduction of pulse width, which is in accordance with the expectations. The working principle of the
experimental FPGA board is demonstrated; however, a large amount of work remains to optimise and
validate it. This will be made soon through an experimental campaign in the MINERVE reactor.

Figure 5. PSD measurement test performed with an FPGA board

5. CONCLUSIONS

It was shown that the FWHM measurement of the PSD of a fission chamber signal provides an oppor-
tunity to detect the change of the mean pulse shape, which indicates malfunctioning. For the current
work the leakage of the filling gas was considered as a possible malfunction. It was shown through
simulations that the filling gas pressure drop has a significant impact on the pulses generated in the
fission chamber, and therefore on the PSD of the signal. According to the preliminary analysis the
minimum detectable pressure drop is 5 kPa.

It has to be verified that the PSD widening due to the pressure drop does not vanish in a real measure-
ment system due to the frequency filtering effects of the electronics.

The development of an FPGA based measurement tool which determines the PSD of the fission cham-
ber signal during flux monitoring is under progress. In the near future a measurement campaign is
planned in the MINERVE reactor to test the FPGA tool. The PSD measurements will be carried out
while continuously changing the voltage, since during the measurement one can only control the bias
voltage of the fission chamber, and not the filling gas pressure.
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Abstra
t

This paper reviews a new, real-time measurement instrument dedi
ated for

online neutron monitoring in nu
lear rea
tors. The instrument implements

the higher order Campbelling methods and self-monitoring �ssion 
hamber


apabilities on an open sour
e development board. The board in
ludes an

CPU/FPGA System On a Chip.

The feasibility of the measurement instrument was tested both in labora-

tory with a signal generator and in the Minerve rea
tor. It is shown that the

instrument provides reliable and robust 
ount rate estimation over a wide

rea
tor power range.

The �ssion 
hamber failure dete
tion ability is also veri�ed, the system

is able to identify whether the measured 
ount rate 
hange is due to the

malfun
tion of the dete
tor or due to the 
hange of neutron �ux. The applied

method is based on the 
hange of the frequen
y dependen
e of the �ssion


hamber signal power spe
tral density, due to the malfun
tion. During the

experimental veri�
ation, the 
onsidered malfun
tion was the 
hange of the

polarization voltage.
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1. Introdu
tion1

The re
ent development of Fren
h Sodium-
ooled Fast Rea
tor (SFR)2

indu
es the need for new neutron �ux monitoring systems in order to en-3

han
e the safety features. Given the 
on�guration of the pool type SFR, the4

neutron instrumentation is planned to be set up in the rea
tor vessel in order5

to monitor the neutron �ux over a few orders of magnitude [1℄. The high6

temperature �ssion 
hambers are the best 
andidates for this purpose sin
e7

the typi
al temperature in the vi
inity of the 
ore is around 500

o
C [2℄. This8

dete
tor type was extensively studied in the CEA during the nineties and9

is still under a
tive development. In addition, a resear
h e�ort is 
urrently10

done in order to exploit the wide �ux range monitoring 
apability of �ssion11


hambers: it was previously shown that the use of high order Campbelling12

mode (HOC) provides a linear estimation of the neutron �ux over a wide13

range of 
ount rate by suppressing the impa
t of parasiti
 noises.14

In this framework, a HOC measurement system prototype was developed15

at the Instrumentation, Sensors and Dosimetry Laboratory (LDCI) of CEA16

Cadara
he. The main goal of the work is to assess the feasibility and the17

industrial use of su
h measurement system. To 
omplete the measurement18

devi
e, a �ssion 
hamber malfun
tion dete
tion module (referred later as19

"smart-dete
tor" 
apability) was in
luded.20

In this paper, the implementation of HOC method on an open sour
e21

hardware development board is detailed. First, the general theory of HOC22

is dis
ussed brie�y and the most important advantages of its appli
ation23

are highlighted. The theoreti
al basis of the �ssion 
hamber malfun
tion24

dete
tion is also reviewed. Se
ond, the design of the Campbell measure-25

ment system is presented: the preferen
e of using a open sour
e hardware26

with a CPU/FPGA 
hip at the prototype phase are summarized; The HOC27


omputation algorithm is explained through diagrams and 
lo
king �gures;28

The software dedi
ated to 
ontrol the FPGA module is introdu
ed. The29

last part of the paper is dedi
ated to the validation of the measurement sys-30

tem through laboratory measurements and in-
ore experimental 
ampaigns31

performed at the Minerve rea
tor.32

2. Theoreti
al ba
kground33

2.1. High order Campbelling theoreti
al ba
kground34

Campbell derived a theorem [3℄ that links the intensity of a shot noise35

pro
ess 
onsisting of general pulses f(t) with an amplitude distribution to36

2



the varian
e of the pro
ess. The generalisation of this theorem was proposed37

and its 
omplete derivation has been performed in [4, 5℄:38

s0 =
κn

〈xn〉
∫
fn(t)dt

=
kn
Cn

. (1)

where κn is the nth order 
umulant of the signal, s0 is the 
ount rate and39

〈xn〉 stands for the nth order raw moment of the amplitude distribution.40

Commonly, the methods in whi
h n ≥ 3 are 
alled higher order methods.41

Eq. (1) shows that if the pulse shape and the amplitude distribution are42

known (therefore the 
alibration 
oe�
ient Cn is determined), and the 
u-43

mulant (of any order) of the signal is measured, then the mean 
ount rate44

s0 of the signal 
an be estimated.45

In the 
urrent work, the estimation of the 
umulants is performed by46

applying unbiased 
umulant estimators, 
alled k-statisti
s [6℄. If the mea-47

sured signal 
onsists of N dis
retely sampled values Yi, then the third order48


umulant estimator is given as:49

k3 =
2S3

1
− 3NS1S2 +N2S3

N(N − 1)(N − 2)
, (2)

where S1, S2, S3 are the �rst, se
ond and third order sums of the data points50

de�ned as:51

Sn =

N∑

i=1

Y n

i (3)

The performan
e of high order Campbelling methods have been intensively52

studied in [7℄; it was shown that the appli
ation of higher order methods53

su�
iently suppresses the impa
t of various noises. The linearity of the54


ount rate estimation over a wide 
ount rate range (from 104 to 109 
ps)55

have been veri�ed both numeri
ally and experimentally. It was highlighted56

that the appli
ation of higher than third order methods do not bring any57

pra
ti
al advantage and a

urate 
ount rate estimation 
an be a
hieved with58

the third order Campbelling based on signal samples of a few ms.59

2.2. Smart dete
tor theoreti
al ba
kground60

Eq. (1) shows that any 
umulant of the signal may 
hange not only due61

to the 
hange in the 
ount rate, but also due to the 
hange in the mean62

pulse shape or in the amplitude distribution. The higher order methods are63

parti
ularly sensitive to these 
hanges be
ause of the higher exponents in64

Eq. (1). The 
hange of the pulse shape and its amplitude may o

ur due65

to a malfun
tion, su
h as the redu
tion of dete
tor pressure or voltage sin
e66
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these result a 
hange in the ele
tron drift velo
ity. During the measurement67

only the 
hange of the 
umulant (therefore the 
hange of the estimated 
ount68

rate) will be dete
ted, thus we have to be able to de
ide whether this 
hange69

o

urred due to the 
hange of the neutron �ux around the dete
tor or due70

to the malfun
tion of the dete
tor.71

Therefore we have to de�ne a measurable quantity of the �ssion 
hamber72

signal whi
h is sensitive to the pulse shape 
hange but not to the 
ount rate73


hange. As a previous study shows [? ℄, the width of the power spe
tral74

density (PSD) of the dete
tor signal satis�es this requirement. In this work75

the PSD of a signal y(t) is de�ned as:76

PSD(f) =
FT (y)FT ∗(y)

Tm

(4)

where FT stands for the Fourier transform, and Tm is the measurement time77

It was shown that by measuring the width of the PSD, one 
an dete
t78

the 
hange of the pulse shape due to the leakage of the �lling gas. The79

spe
tral width was de�ned as the width at the half maximum of the PSD,80

it is usually 
ontained in the 0-20MHz band, whi
h is an easily a

essible81

frequen
y band with the modern instrumentation.82

3. Design of high order Campbelling measurement system83

The development of an on-line neutron monitoring system, whi
h makes84

use of �ssion 
hamber signals and works in higher order Campbell mode,85

requires:86

� Capability to 
onvert and pro
ess the signal at the output of the avail-87

able pre-ampli�er (between -10 and 10 V for the typi
al nu
lear instru-88

mentation).89

� Real-time 
omputation of the �rst, se
ond and third order sum of the90

signal (see Eq. (3)).91

� High sampling frequen
y in order to resolve the signal 
onsisting of92

pulses with a width of a few tens of nanose
onds.93

� Ability to pro
ess a large amount of data in real-time (given that a94

time window of a few ms has to be applied for a

urate estimations).95

Sin
e this work aims to develop a prototype system and provide proof of96


on
ept, two additional requirements have to be 
onsidered:97
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� Versatility in order to modify the prototype easily and test new imple-98

mentations.99

� Large user 
ommunity and preferably open sour
e philosophy in order100

to fa
ilitate the learning and to get fast te
hni
al support.101

3.1. Hardware sele
tion102

Re
ently several single board 
omputers and system on a 
hip (SoC)103

boards revolutionized and fa
ilitated the development of digital measurement104

instruments. Based on the above de�ned 
riteria, the Red-Pitaya board was105


hosen; it was 
reated to provide a 
ustomizable measurement system with a106

generous amount of examples a

ording to the open sour
e philosophy. Due107

to its low footprint, low pri
e and relatively large user 
ommunity, it ful�lls108

all the requirements whi
h were expe
ted at the prototype stage.109

The Red-Pitaya board is built around a Xilinx Zyn
 7010 SoC whi
h110

embeds an FPGA and a dual 
ore Arm CPU 
lo
ked at 668 MHz. The Red-111

Pitaya board hosts two Analog-to-Digital Converters (ADC) and two Digital-112

to-Analog Converters (DAC) whi
h are dire
tly 
onne
ted to the FPGA. The113

ADCs have a sampling frequen
y of 125MHz and a resolution of 14 bits. The114

board provides two measurement ranges through jumper positions: ±0.6V115

and ±16V. The great strength of the FPGA is letting to design a 
ir
uit,116

whi
h allows to pro
ess the data in line, therefore redu
ing the time, and117

the memory storage for heavy 
omputations. This makes FPGAs ideal to118

perform simple 
omputing patterns on a vast amount of data in real time.119

These 
hara
teristi
s ful�ll all the above stated requirements to develop an120

online neutron monitoring system: the board is able to pro
ess the signal121

at output of the most 
ommon pre-ampli�er(0,10V for the CEA PADF and122

-10,0V for the Canberra ADS pre-ampli�ers applied in this work), to resolve123

the �ssion 
hamber pulses (with a length of few tens of ns), and to perform124

the real-time pro
essing of large amount of data.125

It has to be mentioned, that although it may seem that the CPU 
ould126

handle all the data pro
essing needed to 
al
ulate the high order sums of the127

signal, the real time 
omputation with the CPU 
ouldn't be realized due to128

the huge amount of data transfer and operations (≈ 750[Mop/s℄) it implies.129

Therefore, in the neutron monitoring instrument, the FPGA was dedi
ated130

to the low level, time 
riti
al, redundant operations (namely 
omputing the131

power sums of the signal values), whereas more 
ompli
ated operations were132

performed on the CPU.133

The FPGA of the board is 
on�gured using Verilog, a low level Hardware134

Des
ription Language (HDL), and the softwares running on the CPU are de-135

veloped in C language. It has to be re
ognized that development with a136
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hardware des
ription language is more 
umbersome than with a normal pro-137


edural language (the main 
onstraints are detailed in the following se
tion).138

Thus, during the design of the instrument the use of the low level 
omputing139

was kept to a reasonable minimum, in order to fa
ilitate the development and140

the maintainability of the devi
e while keeping CPU 
omputing power for141

prospe
tive data pro
essing. The following se
tions are devoted to explain142

the inner design of the new measurement system.143

3.2. Third order 
umulant measurement system144

The most time 
onsuming operations, while 
omputing the third order145


umulant estimator k3 (Eq. 2), are the 
omputations of the sums S1, S2 and146

S3 (Eq. 3), sin
e the higher order power of ea
h signal sample is required147

in real-time. On the other hand, the further operations to 
ompute the148

estimator k3 based on the sums, has to be done only on
e at the end of149

the measurement time and don't exhibit any simple 
omputational patterns.150

Consequently, the real-time 
omputation of the sum terms were realized151

on the FPGA, and, after the transfer of the sums to the CPU, the �nal152

operations to 
ompute the 
umulant estimator were performed by a 
ontrol153

software running on the CPU.154

The developed FPGA module of the measurement system is 
omposed of155

�ve algorithmi
 blo
ks. Two blo
ks are dedi
ated to read and write data for156

the Pro
essing System (PS, i.e. the 
omputer part of the SOC). One blo
k157

is in 
ontrol of the measurement soft reset. Two blo
ks are dire
tly related158

to 
omputation of the third order 
umulant estimator terms. The fun
tion159

and the realisation of the last two blo
ks are detailed below.160

3.2.1. Unbiased 
umulant estimation FPGA module161

The algorithm design starts with the de�nition of registers (variables used162

to store data): S1, S2 and S3 
ontain respe
tively the sum of single, square163

and 
ubi
 power of the samples for N number of samples. It is favorable to164

limit the number of samples to a power of 2 to simplify division by N into bit165

shifting operation. It was shown previously that the proper measurement166

time for the 
umulant was between a hundred of mi
ro-se
onds and a few167

tens of millise
ond [7℄, in terms of number of samples, this 
orresponds to168

N between 222 (33.5 ms) and 214 (131 µs) if the sampling frequen
y is 125169

MHz; Register N size was set to 23 bits.170

The sizes of S1, S2 and S3 have to be 
arefully de�ned as well, sin
e their171

sizes have to be adequately large in order to avoid over�ows. The develop-172

ment board provides two's 
omplement signed 14 bits samples, an addition173

of two samples has to be stored on 15 bits, where as their multipli
ation is174
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stored on 28 bits. This implies that S1, whi
h 
ontains up to N summed data175

has to be 36 bits wide be
ause of the maximum value of N, whi
h is 222. S2176

and S3 must be 50 and 64 bits wide in order to 
ontain respe
tively the sum177

of square and 
ubi
 power of samples.178

On
e ea
h used register has the proper size, the algorithm 
an be de-179

signed. Two important 
onstraints have to be taken into a

ount at the low180

level 
omputing. First, every operation in an algorithmi
 blo
k is performed181

in parallel during a 
lo
k ti
k; the results of the operations will be available182

at the end of the 
lo
k ti
k whi
h prohibits the use of regular pro
edural183

programming. However, bran
hing (i.e. 
onditional tests) does not 
onsume184

any 
omputation time. Se
ond, only one operand 
an be used in an opera-185

tion; it implies to pipeline the 
omputation of square and 
ubi
 power over186

several 
lo
k ti
ks.187

Fig. 1 summarizes the implemented algorithm: the main algorithmi
188

blo
k 
ontains a loop dedi
ated to the 
omputation of the sums. To provide a189

better understanding of the time operation of the algorithm, Fig. 2 illustrates190

is 
lo
king diagram for N = 4.191

At ea
h 
lo
k ti
k, the data stream 
oming from the ADC (ad
_a) is stored192

into two temporary registers (single 
ontains the ADC value and double←֓193


ontains the square of the ADC value), whi
h are used to pipeline the power194


omputation. In the same time, ad
_a is added to S1, double to S2 and triple195

to S3 (triple is also a temporary register dedi
ated to store the 
ubi
 power196

of samples, it is fed with the result of the multipli
ation single*double).197

A sample 
ounter (sample) is in
remented at ea
h 
y
le to keep tra
k of198

the amount of samples pro
essed sin
e the start of the 
urrent measurement.199

When sample is equal to N, the 
ompletion pro
ess and the transfer of S1, S2,200

S3 to registers a

essible by the PS (namely S1mem, S2mem, S3mem) begins. To201

transfer the sums to the area from whi
h the data transfer towards the CPU202

takes pla
e, intermediate registers (namely S1inter, S2inter, S3inter) have to203

be used to store the sums due to the pipelining. The reason is that the �nal204

values of S2 and S3 will be available respe
tively one and two 
lo
k ti
ks after205

S1, however, the data transfer has to be done in one 
lo
k 
y
le in order not206

to mix old and new data in registers where the CPU has a

ess.207

To a
hieve the transfer, �rst the �ag data_transfer responsible for data208

transfer from intermediate registers to the memory area a

essible by CPUs209

is set to false. In the same 
lo
k ti
k when the sample is equal to N , the210

�ag spe
ifying the availability of S1 (S1ready) is set to true, while the �ags211

indi
ating the availability of S2 and S3 (S2ready and S3ready) are set to false.212

In the next 
lo
k ti
k, a test S1ready==true allows S1 to be transferred213

to the intermediate register S1inter, while the 
omputation of S1 restarts.214
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At the same time, S2ready is set to true sin
e S2 will be ready for the next215

ti
k. During the following ti
k, a test S2ready==true allows S2 to be 
opied216

to S2inter and its 
omputation restarts, while S3ready is also set to true. In217

the next 
lo
k ti
k, the test S3ready==true is veri�ed and the 
opy of S3←֓218

to S3interm is performed; a register whi
h keeps tra
k of measurement time219

(time_stamp) is also in
remented and the �ag data_transfer is reset to true←֓220

. All the sums 
an now be 
opied from intermediate registers to the ones221

a

essible by the PS (the algorithmi
 blo
k responsible for this transfer is222

summarized in Fig.3)), while the registers 
ontaining the sums, S1, S2, S3 are223

already �lled with the data of the new measurement.224

3.2.2. Control software of the High Order Campbelling module225

A software was written in a high level programming language to 
ontrol226

the FPGA module. Its main task is to read the data provided by the FPGA227

at the designated memory addresses, to 
onstru
t the estimator k3 and to228

make it available for further pro
essing. At this phase, two 
onstraints have229

to be 
onsidered to ful�ll the requirements of real-time monitoring: �rst,230

the software must be 
apable to 
onstru
t the estimator in a time window231

shorter than the duration of the measurement without being slowed down232

by the post-pro
essing of data. Se
ond, it should not miss any measurement233

and should store ea
h result produ
ed in the memory for further pro
essing.234

In order to ful�ll these requirements, the software design uses two threads,235

whi
h allow to take advantage of the dual 
ore ar
hite
ture. One transfers236

the available measurement into the memory of the PS: it reads the time237

stamp 
omputed by the FPGA, and if this time is larger than the one stored238

in 
omputer memory, S1, S2 and S3 are transferred and k3 estimation is239


onstru
ted. The se
ond thread is responsible for heavy and slow pro
esses240

su
h as printing and saving the 
umulant estimator. It has only a

ess to241

the data provided by the measurement thread. In order not to lose data, a242

FIFO (First In First Out) pile 
an be used by the measurement thread to243

store the terms of the 
umulant. Both threads are detailed through diagrams244

available in Fig. 4 and Fig. 5.245
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Figure 1: The algorithm for the 
omputation of the terms of the estimator k3: S1, S2

and S3.
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Figure 2: Clo
king diagram of the algorithm for 
omputation of the 
umulant terms.

For the sake of simpli
ity, the number of samples per measurement is set to N = 4.

The squares represent the state of registers at ea
h ti
k while the arrows summarize the

operation performed during the ti
k. Bubbles at the top of the diagram are related to

�ags for �nishing the 
omputation and initiating memory transfer.
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Figure 3: Diagram of the algorithmi
 blo
k dedi
ated to transfer data from the 
omputing

blo
k to the blo
k in 
harge of 
ommuni
ation between the FPGA and the PS.

11



Figure 4: Diagram of the HOC measurement system 
ontrol software.
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Figure 5: The measurement loop s
hematized here is 
alled by the measurement thread

independently from the main software.

13



3.3. Smart dete
tor system246

The measurement prototype was 
ompleted with smart dete
tor 
apabil-247

ities in order to dete
t the 
hange in the width of the power spe
tral density,248

whi
h indi
ates a possible malfun
tion during operation.249

As it was shown previously [8℄, it is satisfa
tory to monitor the power250

spe
tral density on the s time s
ale. In order to minimize the ne
essary251


hange in the FPGA modules developed for the higher order 
umulant 
om-252

putations, in the smart dete
tor module, the FPGA (
ontrolled by the PS)253

is responsible only for re
ording the raw data. The 
omplex data pro
essing,254

su
h as 
omputing the PSD and determining its width, is done on the CPU255

with spe
i�
 C routines from the GSL (GNU S
ienti�
 Library) [9℄.256

3.3.1. Smart dete
tor FPGA module257

The hardware part of the smart dete
tor module 
onsist of a pun
tual258

raw data re
order whi
h makes use of the blo
k RAM available on the FPGA;259

the Artix-7 have 60 blo
ks of 36 kB RAM whi
h 
an have a limited set of260


on�guration [10℄: Sin
e the data 
oming from the ADC are 14 bits wide,261

only 216 data points (0.524 ms) 
an be stored in the memory.262

The FPGA module is 
onstru
ted from three algorithmi
 blo
ks available263

in Fig. 6: the �rst one stores ADC data into a memory bu�er, while the264

se
ond and third one deal respe
tively with data transfer to the PS and with265

message dispat
hing through the smart dete
tor module.266

For the sake of simpli
ity, it was de
ided to use the memory transfer267

algorithm in
luded in the Red-Pitaya proje
t and a serialised ar
hite
ture268

to move data bu�er from the FPGA to the PS: The PS sends the memory269

address to be read and the memory transfer 
ode blo
k makes ready the270

related data (buff[yraw_read_addr℄) for an eventual read 
ommand.271

Even with a limited signal length and slow memory transfer (≈ 12.5272

Mdata/s), this ar
hite
ture is suitable for the �ssion 
hamber failure dete
-273

tion. Nevertheless, in the future, it is possible to improve this module: sin
e274

the granularity of memory transfer is 32 bits, transferring more than one 14275

bits of useful data in a 
lo
k ti
k 
ould speed up the transfer to the PS by a276

fa
tor 2.277

3.3.2. Control software of the smart dete
tor module278

The 
ontrol software of the 
ampbell measurement system was extended279

in order to in
lude the smart dete
tor 
apabilities. The general ar
hite
ture280

remains the same: two threads are running on the two 
ores of the CPU.281

One is dedi
ated to the measurement and only does lightweight pro
essing282

while the other is related to heavy data pro
essing (as shown in Fig.7). A283

14



Figure 6: Smart dete
tor algorithm implemented on the FPGA. The register ADC represents

a raw sample.
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�ag set by the user at the program start-up (
ompute_psd) allows to enable284

the smart dete
tor module.285

The measurement thread was adapted to transfer signal segments: one286

�ag is shared with the data pro
essing thread, psd_
ompute_flag is used to no-287

tify the FPGA that the signal bu�er has to be �lled. Then, the measurement288

thread 
he
ks periodi
ally if the data bu�er is ready. On
e it is ready, the289

data is transferred. When a 
omplete signal segment has been transferred,290

the measurement thread indi
ates it with psd_
ompute_flag.291

The data pro
essing thread is in 
harge of PSD 
omputation. When the292

bu�er data is ready to be pro
essed, the thread pro
eeds to the PSD 
om-293

putation after requesting a new signal segment. The spe
trum is 
omputed294

using the Bartlett's method. When the the amount of 
omputed spe
tra295

rea
hes MAX_PSD, the average spe
trum is 
omputed, and the width of the296

spe
trum is estimated. Finally, the mean spe
trum is saved on the disk.297

4. Experimental validation298

The measurement system prototype was tested through several experi-299

ments. During the development phase, experiments in laboratory were per-300

formed to 
he
k whether the FPGA modules are well implemented. Finally,301

the measurement system was 
onne
ted to �ssion 
hambers and tested in302

the Minerve rea
tor under real working 
onditions. The measurements and303

the obtained results are detailed in the following se
tions.304

4.1. Laboratory validation305

4.1.1. Validation of the HOC measurement system306

The validation of the HOC measurement system was done in two steps.307

In the �rst step, the proper 
omputation and transfer of S1, S2 and S3 was308


he
ked by repla
ing the ADC input data by a 
onstant value of 2. It was309

veri�ed that for N samples, the 
omputed sums S1, S2 and S3 are equal to310

2N , 4N and 8N respe
tively.311

In the se
ond step, the a

ura
y of the third order 
umulant estimation312

was tested with Poisson pulse trains simulated by a pulse train generator.313

The pulse trains 
onsisted of exponential damped pulses with a width of314

around 100 ns and a random normally distributed amplitude. The 
ount315

rates were varying between 4 · 105 to 4 · 107 
/s. The pulse trains were316

loaded (in the proper format) and played by a Tektronix AWG 5012 signal317

generator. The datasets were 0.128 se
ond long, with a sampling time of 8 ns318

and the pulse amplitude sele
ted to be 
onsistent with the output of a typi
al319

�ssion 
hamber measurement 
hain (3% of the ±16 V range were used). For320

16



Figure 7: The 
ontrol software dedi
ated to the smart dete
tor module. (Only the mea-

surement thread 
ommuni
ates with the FPGA smart dete
tor module, even if the request

for a new measurment is sent through the shared variable psd_
ompute_flag by the data

pro
essing thread.)
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ea
h pulse train, the third order 
umulant estimator was 
omputed before321

uploading to the signal generator and 
ompared with the estimation of the322

measurement system. The results are summarized in the Table 1.323

The measured third order 
umulants are 
lose to the 
omputed ones. A324

maximum of 3.5 % of relative overestimation was found during these tests.325

The dis
repan
y is most probably due to the ele
troni
s transfer fun
tion and326

the trun
ation made by the ADC. Investigations has shown that the trans-327

fer fun
tion results a slight reshaping, therefore the measured estimation is328

slightly higher then the 
omputed 
umulant. Nevertheless, in pra
ti
al sit-329

uations the 
alibration methodology will inherently take into a

ount the330

reshaping, hen
e the 
ount rate will not be overestimated.331


. rate (
/s) k3 (
omputed) k3a (measurement) k3b (measurement) µs
4 ·106 2.84 ·10−5

(2.90±0.01) ·10−5
(2.91±0.19) ·10−5

4 ·107 5.70 ·10−5
(5.85± 0.02) ·10−5

(5.86±0.36) ·10−5

4 ·106 3.22e ·10−5
(3.33± 0.02) ·10−5

(3.37±0.27) ·10−5

4 ·105 1.15 ·10−5
(1.19±0.02) ·10−5

(1.27±0.27) ·10−5

Table 1: Computed and measured third order estimators for pulse trains at various 
ount

rates. k3a refers to the estimation based on 34 ms samples and k3b refers to the estimation

based on 262 µs samples.

4.1.2. Smart dete
tor module validation332

In order to test the smart dete
tor module, and the PSD measurement333


apabilities of the system, several pulse trains with a length of 0.128 s were334

simulated, and played with the signal generator. The trains 
ontained Gaus-335

sian shaped pulses with a mean 
ount rate of 106 
/s. The width (i.e. the336

standard deviation of the Gaussian) of the pulses were 
hanged (5 ns, 10 ns337

and 15 ns were 
onsidered).338

The obtained power spe
tral densities are available in Fig.8. As it 
an339

be seen, the spe
trum shape is 
hara
teristi
 of the pulse shape. The line340


entered around 1 MHz and its harmoni
s are artifa
ts due to the fa
t the341

same 0.128 s signal was played periodi
ally. The fun
tioning of the smart342

dete
tor module was appropriate.343

4.2. In rea
tor validation344

Finally, the measurement devi
e was tested during an experimental 
am-345

paign at the Minerve fa
ility of CEA [11℄.346

Several setups were realized in order to assess the 
ompatibility of the347

devi
e with the standard nu
lear instrumentation. During the 
ampaign,348

18



Figure 8: PSD obtained with simulated pulse trains.

two pre-ampli�ers were used: the ADS, manufa
tured by Canberra and349

the PADF designed by the CEA instrumentation and ele
troni
s labora-350

tory. These pre-ampli�ers are di�erent in their output voltage and transfer351

fun
tion.352

In order to 
over a wide 
ount rate range, two type of �ssion 
hambers353

were tested during the experiments: the CFUL01 (a relatively large 
hamber,354

whi
h 
ontains 1g of U235; its pulse shape is around 80 ns wide) and the355

CFUR (a rather small 
hamber, whi
h 
ontains 10µg of U235; its pulse shape356

is around 20 ns wide). At the same neutron �ux, the CFUR 
hamber results357

5 orders of magnitude lower 
ount rate than the CFUL01.358

The CFUL01 
hamber was lo
ated in the surrounding of the driver zone,359

whereas the CFUR was installed in the 
enter of the rea
tor.360

During the 
ampaign, the following experiments were performed in order361

to assess various aspe
ts of the measurement devi
e:362

� Cumulant estimation with the CFUL01 and the PADF at various power363

levels: to assess the linearity of the measurement system.364

� Cumulant estimation with the CFUR and the PADF at various power365
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levels: to assess the limits of the system at low 
ount rates.366

� Pulse train re
ording with the CFUR and the PADF at various power367

levels: to 
alibrate the HOC system (in order to retrieve the 
ount rate368

with the higher order method), and to estimate the 
ount rate with369

pulse 
ounting algorithms.370

� PSD measurement with the CFUL01 and the ADS pre-ampli�er with371

various bias voltages: to simulate a dete
tor failure and to measure the372


hange of the spe
tral width.373

4.2.1. Third order 
umulant measurements, CFUL01/PADF374

The third order 
umulant has been estimated at rea
tor powers between375

10W and 80W with the CFUL01, based on 33ms time windows. Both the376

±0.6V and the ±16V input ranges have been used, in order to assess the377

linearity with both ranges.378

The signal saturates at 30 W rea
tor power, when measured with low379

voltage range. Therefore, only two measurements were done with this range380

(at 10 W and 20 W). The 
umulant over power ratios are (4.04 ± 0.36) 106381

(a.u.).W

−1
and (4.11± 0.28) 106 (a.u.).W−1

for the 10 W and 20 W power,382

respe
tively. Although, in the future a better resolution of the power is383

needed to draw deeper 
on
lusion, the good agreement of the ratios implies384

that the behavior is linear.385

With the ±16 V range the whole power range was 
overed. The obtained386


umulant estimations are presented in Fig.9. The measured third order 
u-387

mulant shows linearity with the rea
tor power. The departure from linearity388

is lower than 1.6 %, whi
h is the result of the random error of the estima-389

tion. In order to estimate the 
ount rate, the measurement 
hain has to be390


alibrated. The 
alibration, through applying the methodology des
ribed391

in [12℄ (namely, to evaluate the 
oe�
ient Cn in Eq. (1) by measuring the392

mean pulse and the pulse amplitude distribution at low power), was planned393

to be done during the post-pro
essing of re
orded signal samples. Unfortu-394

nately, for this purpose the signal was re
orded with the high voltage range,395

whi
h was not appropriate to dis
riminate properly the single pulses from396

the noise. In the future, when further rea
tor time 
an be obtained for sim-397

ilar measurement purpose, the 
alibration is going to be repeated with the398

low voltage range as well. In order to avoid similar problems, also a new399


alibration pro
edure is under development, whi
h 
an be performed during400

the real-time operation, and does not require post-pro
essing. Nevertheless,401

the measurement with the CFUL01 was still valuable to assess the linear402


umulant estimation of the measurement devi
e.403
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Figure 9: Third order 
umulant re
orded with the ±16V range as a fun
tion of the rea
tor

power.

4.2.2. Third order 
umulant measurements, CFUR/PADF404

Measurements with the CFUR 
hamber were performed only with the405

low voltage range, sin
e the 
ount rate of the signal was expe
ted to be406

rather low on the power range of Minerve.407

The measurements were done at 40W and 80W power level. The results408

are summarized in Table 2. The 
umulant estimation based on one 33ms409

long sample results a high standard deviation, whi
h is expe
ted sin
e at410

these 
ount rates only few pulses appear during one sample, and the number411

of observed pulses is un
ertain. Nevertheless, the expe
ted value of the412


umulant estimator was based on 1900, 33ms long signal samples, therefore413

the overall deviation of the estimated mean 
umulant is less then 2.3%. (In414


omparison, when the rea
tor was all 
ontrol rods down, was not 
onne
ted415

and estimation was based only on the noise in the system, the estimated third416

order 
umulant appeared to be 350± 50, whi
h is less than the deviation of417

the 
umulant estimation for the �ssion 
hamber signal). The mean 
umulant418

over the power ratios show good agreement, whi
h implies linear behaviour.419

For the estimated 
ount rates (dis
ussed later), the deviation refers to the420

400 · 0.52 ms sample, not only to one sample.421

To 
alibrate the �ssion 
hamber through the methodology presented422
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Table 2: Cumulant and 
ount rate estimations with the HOC module and with pulse


ounting.

Power (W) k3 (a.u.) 〈k3〉/P (a.u.).W

−1
HOC 
ount rate 
.s

−1
Ref. 
ount rate 
.s

−1

40 (1.18± 0.39)104 295±12 3430± 354 (2861±118)
80 (2.38±0.56) 104 297±10 6918± 686 (6103± 171)

in Ref. [12℄, the raw signal re
order module dedi
ated to smart dete
tor423

was used, with a minimalist 
ontrol software. Several signal segments were424

re
orded at 80W and the pulses were isolated during post-pro
essing in or-425

der to determine the 
alibration 
oe�
ient in (1). From the measurements426

nearly 2700 pulses were isolated, whi
h allows to have a

eptable statisti
s.427

The mean pulse shape and the amplitude distribution of the pulses is illus-428

trated in Fig. 10. As one 
an see, the dynami
 of the measurement system429

allows to dis
riminate the pulses from the noise and the resolution is �ne430

enough to observe even the 
urrent boun
ing ba
k from the 
able (a small431

bump following the main pulse). The prototype is 
apable of working as432

a raw signal re
order as well. The estimated 
alibration 
oe�
ient for the433

third order is:434

Cclas = 3.44± 0.3 (a.u.).s/c (5)

The 
alibration has large un
ertainty, whi
h shows the disadvantage of this435

methodology. As it was highlighted in Ref. [12℄ as well, for the high order436

methods an empiri
al 
alibration may be favorable. Su
h 
alibration is not437

plausible for the traditional Campbelling method, due to the linearity gap438

between pulse 
ounting methods and the se
ond order Campbelling.439

In order to obtain a referen
e 
ount rate, 400 signal segments re
orded at440

a rea
tor power of 80W and 400 re
orded at a power of 40 W were analyzed441

with pulse 
ounting method as well. The estimated 
ount rates obtained442

by pulse 
ounting, and the ones 
omputed from the 
alibrated higher order443

Campbelling are in
luded in Table 2. It has to be highlighted again that444

the standard deviation refers to the 400 · 0.52ms long signal samples for the445


ounting algorithm result while it is related to the 1800 ·33 ms long signal for446

the 
alibrated HOC. The standard deviation of an estimation based on one447

0.52ms sample is mu
h higher for the pulse 
ount, but the goal was to de�ne448

the referen
e (i.e. the real) 
ount rate of the 
hamber at these powers. The449

good agreement of the estimated 
ount rates show that the results measured450
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Figure 10: Left: mean pulse shape 
omputed with single pulses 
oming from the 80 W

measurement data. Right: amplitude distribution of pulses 
omputed on datasets re
orded

at 80 W.

by the system are physi
ally 
orre
t. The results also imply that monitoring451

at really low 
ount rates (in the order of 103 
ps) is possible with higher order452

Campbelling, but longer measurements are ne
essary (nevertheless, the same453

holds for pulse mode measurements as well).454

4.2.3. PSD measurements, CFUL01/ADS455

When the tests of the smart dete
tor module were performed, only the456

ADS preampli�er were available, whi
h allowed to verify that the devi
e is457


apable to work with other instruments as well.458

The ADS pre-ampli�er and a CFUL01 
hamber were used to test the459

smart dete
tor module. Using the CFUL01 was advantageous for this pur-460

pose, sin
e it has a higher 
ount rate, therefore its power spe
tral density461


an measured more a

urately during real time operation.462

In the 
urrent experimental work, the 
hange of the pulse shape was463

a
hieved by 
hanging the �ssion 
hamber voltage in the saturation regime.464

The in
rease of the voltage has similar e�e
ts on the pulse width as the465

de
rease of the gas pressure, but it is simpler to a
hieve during the measure-466

ment.467

Measurements were taken at a 
onstant rea
tor power of 20W with the468

voltage 
hanged between 600V and 850V. For ea
h applied voltage, the PSD469

was 
onstru
ted by using 4000 datasets of 0.52ms long signals. The low vari-470
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Figure 11: Left: PSD as a fun
tion of the applied voltage. Right: Spe
tral width as a

fun
tion of the polarisation voltage.

an
e of the spe
tra estimated from this amount of data, allows to distinguish471


hange in the spe
tral as small as 50 kHz. The measured PSD and the esti-472

mated spe
tral width are presented in Fig.11. The slight os
illation of the473

PSD is an artifa
t due to the applied 
able. As expe
ted, the spe
tral width474

in
reases with the in
rease of the applied voltage, and it saturates at high475

voltages. The reason of the saturation of the spe
tral width is the saturation476

of ele
tron drift velo
ity in argon-nitrogen mixtures at high redu
ed ele
tri
477

�elds [13℄.478

Therefore, the proof of 
on
ept of the smart dete
tor is validated: it479

is possible to dete
t a 
hange of mean pulse shape from investigating the480

power spe
tral density, whereas the measurement noise and the low frequen
y481

�ltering of the system have negligible in�uen
e on the determination of the482

spe
tral width.483

Although, in the 
urrent experiment, the time needed to re
ord and pro-484


ess the 4000 datasets is approximately 300 s due to the slow data transfer,485

this already allows to test in every 5 minutes whether the 
hamber malfun
-486

tions. However, the pro
essing time of the smart dete
tor prototype 
ould487

be redu
ed by a fa
tor of 3 by using optimised FFT routines, and in the488

future even faster tests 
an be a
hieved for the industrial appli
ation by489

implementing the same method on board with higher performan
e.490
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5. Con
lusion491

An innovative measurement system prototype for real time neutron mon-492

itoring was presented and validated through this paper. The prototype was493

built using an open sour
e CPU/FPGA devi
e with ADC on board. Su
h494

ar
hite
ture has a several advantages: time 
riti
al, simple operations 
an495

be performed on the FPGA, immediately after re
ording the data, whereas496


omplex and heavy data pro
essing 
an be performed on the CPU. The sim-497

pli
ity of the 
hosen board (Red-Pitaya) allowed fast and straightforward498

development.499

The main purpose was to prove the feasibility of a real time neutron500

�ux monitoring system using the third order Campbell mode. This method501

suppresses the impa
t of noise and provides wide range of operation. In this502

work it was shown that the method is even 
apable to work at 
ount rates503

as low as 103 
ps.504

In the work, the 
on
ept of �ssion 
hamber failure dete
tion was also505

in
luded. The self monitoring 
apability of the system is based on dete
ted506

the 
hange in the width of the power spe
tral density of the signal.507

The paper provides detailed des
ription of the implemented FPGA al-508

gorithms and the 
ontrol software running on the CPU. All the 
hallenges509

and solutions were highlighted in order to serve as a tutorial for similar510

developments.511

The reliability of the 
on
epts and the robustness of the devi
e was tested512

through an experimental 
ampaign at the Minerve rea
tor. The linear re-513

sponse and the real time operation of the devi
e was veri�ed over a wide514

power range. Through the 
alibration of the system the physi
al validity of515

the measured results was assessed. The self monitoring 
apability was also516

tested, the system is 
apable to dete
t the 
hange in the voltage set between517

the ele
trodes of the 
hamber.518

Sin
e the 
alibration of the system is rather elaborate, a simpler, auto-519

mati
 and real time 
alibration pro
edure is under development.520

For industrial usage, the next step is going to be the implementation521

of the same 
on
epts on a board whi
h has higher performan
e in order to522

a
hieve faster self monitoring 
apability.523
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